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Because foods are consumed in combination, it is difficult in observational studies to separate the effects of
single foods on the development of diseases. A possible way to examine the combined effect of food intakes is
to derive dietary patterns by using appropriate statistical methods. The objective of this study was to apply a new
statistical method, reduced rank regression (RRR), that is more flexible and powerful than the classic principal
component analysis. RRR can be used efficiently in nutritional epidemiology by choosing disease-specific
response variables and determining combinations of food intake that explain as much response variation as
possible. The authors applied RRR to extract dietary patterns from 49 food groups, specifying four diabetes-
related nutrients and nutrient ratios as responses. Data were derived from a nested German case-control study
within the European Prospective Investigation into Cancer and Nutrition-Potsdam study consisting of 193 cases
with incident type 2 diabetes identified until 2001 and 385 controls. The four factors extracted by RRR explained
93.1% of response variation, whereas the first four factors obtained by principal component analysis accounted
for only 41.9%. In contrast to principal component analysis and other methods, the new RRR method extracted
a significant risk factor for diabetes.

diabetes mellitus; diet; epidemiologic methods; nutrition; pattern analysis; statistics

Abbreviations: EPIC, European Prospective Investigation into Cancer and Nutrition; PCA, principal component analysis; PLS, 
partial least squares; RRR, reduced rank regression.

Epidemiologic studies on the relation between human diet
and disease traditionally evaluated the effects of single nutri-
ents or foods. However, these effects are often too small to
detect. Moreover, the complexity of the human diet and
especially the high correlation between intakes of various
foods and nutrients makes it difficult to examine their sepa-
rate effects (1, p. 22). Comprehensive dietary variables that
allow for intake of many foods may show a greater effect on
disease than any single component. Depending on its defini-
tion, each comprehensive variable reflects a specific dietary
pattern that may represent a more accurate picture of diet
than isolated foods (2).

Up to now, two different approaches have been used to
derive dietary patterns. The first involves use of diet-quality
scores based on recommended diets or dietary guidelines (3–
10). Here, scientific evidence available prior to the current

study is used to define dietary patterns. This technique,
sometimes called an a priori or hypothesis-oriented approach
(11–13), does not use intake data from the study to create
pattern variables. The weakness of diet-quality scores is that
they focus on selected aspects of diet and do not consider the
correlation structure of food and nutrient intakes. Conse-
quently, such scores do not reflect the overall effect of diet in
general but only the formal sum of not-adjusted single
effects.

The second approach is exploratory; thus, dietary patterns
are derived from the data at hand. This approach ignores
prior knowledge completely. Statistical exploratory methods
that accomplish pattern derivation are principal component
analysis (PCA) and factor analysis. Both are dimension-
reduction techniques widely applied in nutritional epidemi-
ology (14–32). Since they are very similar, we scrutinize the
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benefit of PCA only. Applied to food intake data, PCA aims
to explain the total variation in intake of many foods or food
groups in terms of a few linear functions called principal
components. The first principal component is the standard-
ized linear function of foods with maximal variance, the
second principal component maximizes the variance among
all functions orthogonal to the first component, and so on.
This procedure results in uncorrelated pattern scores that
summarize and decompose the correlation structure of the
original food items.

Unfortunately, PCA is sometimes not successful in
deriving dietary patterns that are predictors of disease. Actu-
ally, in various applications of PCA to obtain dietary risk
factors, the odds ratios for the first principal components or
factors were not significantly different from 1 (12, 23, 26,
29, 31, 33). A possible reason for these disappointing results
is that explaining as much variation in food intake as
possible does not mean that much variation in important
nutrients will be explained. Therefore, it might be wiser to
focus on the variation in such nutrients that presumably
affect the incidence of disease. The obvious idea of applying
PCA to these nutrients is not attractive since patterns are
then defined as linear functions of nutrients and therefore are
not directly related to dietary habits because individual
persons ultimately manipulate nutrient intake largely by
their choice of foods (1, p. 21).

Apparently, a statistical method is needed that determines
linear functions of predictors (foods) by maximizing the
explained variation in responses (disease-related nutrients).
Such a method already exists and is called reduced rank
regression (RRR) or maximum redundancy analysis.
However, to our knowledge, it has not yet been applied in
epidemiology. RRR is neither an a priori nor a purely explor-
atory statistical method. Since it uses both information
sources, data from the study and prior information for
defining responses, it represents a so-called a posteriori
method. The RRR method is implemented in SAS software
(SAS Institute, Inc., Cary, North Carolina). Moreover, a
third similar method called partial least squares (PLS),
which is a compromise between PCA and RRR, is also avail-
able in SAS. We applied all three methods to data from the
European Prospective Investigation into Cancer and Nutri-
tion (EPIC)-Potsdam study to find out whether dietary
patterns obtained by using these methods are predictive for
type 2 diabetes mellitus. We also included some diet-quality
scores in the comparative study to explore the efficiency of a
priori methods.

MATERIALS AND METHODS

Study population

The study population was selected from participants of the
EPIC cohort in Potsdam, Germany (34, 35), which contrib-
utes a general population sample of 27,548 subjects to the
EPIC multicenter cohort study (36). Cases were those partic-
ipants who were free of type 2 diabetes at baseline and devel-
oped type 2 diabetes during the first 2- to 3-year follow-up,
depending on time of recruitment. Cases of incident diabetes
were identified from self-reports, current medications, and

current dietary treatment for diabetes and were verified by
the primary care physician. A total of 193 cases were veri-
fied until November 1, 2001. Each case was matched by age
and sex with two controls free of prevalent diabetes. One
control for whom dietary variables were missing was not
considered, thus leaving 385 controls for the statistical
analysis.

Data collection

Baseline examination of the study population was carried
out between August 1994 and September 1998. Study partic-
ipants completed a self-administered food frequency ques-
tionnaire and a lifestyle questionnaire. The food frequency
questionnaire assessed usual intake of 148 single food items
during the 12 months before the examination. The food items
were aggregated into 49 separate food groups based on culi-
nary usage or nutrient profiles. The definition of the food
groups has been published previously (24). Usual nutrient
intake was estimated from the food items consumed by using
the German Food Code (Federal Institute for Health Protec-
tion of Consumers and Veterinary Medicine, 1998).

Smoking status, educational attainment, and sports activity
were assessed through personal computer–guided interviews
in the study center. Smoking status was defined as current
smoker or nonsmoker. Educational attainment was consid-
ered a dichotomized variable with the two categories “voca-
tional training or lower degree” and “trade school, technical
school, or university degree.” Sports activity was calculated
as number of hours of such activity per week averaged over
1 year. Anthropometric measurements of body height, body
weight, waist girth, and hip circumference were performed
by trained personnel (37) at baseline. Body mass index was
calculated as weight in kilograms divided by height in
meters squared. Waist-hip ratio was determined as the ratio
of waist girth to hip circumference.

Statistical methods

Let X1, …, Xn and Y1, …, Ym be two sets of variables called
predictors and responses, respectively. In the subsequent
application, the predictors Xi are intakes of food groups in
grams per day, whereas the responses Yj are intakes of nutri-
ents in grams per day or ratios of nutrient intakes. All three
statistical methods (RRR, PCA, and PLS) work by extracting
successive linear combinations of the predictors, called factors
or components. However, the goals of these methods differ.
The classic PCA method selects factors that explain as much
predictor variation as possible. In contrast, RRR extracts
factors that explain as much response variation as possible.
The third method, PLS, balances the two goals of explaining
predictor variation and explaining response variation.

The three methods are similar in terms of their mathemat-
ical foundation and their technique of deriving factors. For
each method, the coefficient vectors of the extracted linear
functions are eigenvectors of a covariance matrix. PCA uses
the covariance matrix of predictors, whereas RRR starts
from the covariance matrix of responses. PLS uses the
matrix of covariances between predictors and responses. The
eigenvalue belonging to an eigenvector quantifies the frac-
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tion of variation explained by the corresponding linear func-
tion of predictors. The factors obtained by PCA, PLS, and
RRR usually are sorted by decreasing eigenvalues. The first
factor of PCA is the linear function of predictors that maxi-
mizes the explained variation in predictors. However, in
general, it is not optimal in terms of response variation. In
contrast, the first factor of RRR explains more variation in
response than any other linear function of predictors but
possibly explains only a moderate fraction of predictor vari-
ation. Finally, the first factor of PLS maximizes the covari-
ance between linear combinations of predictors and
responses.

RRR starts from a linear function of responses called
response score that will then be projected onto the space of
predictors to produce a factor score, that is, a linear function
of predictors. Both scores form an inseparable pair reflecting
the same latent variable in different sets of original variables.
Because the first aim of this method is to explain a high
proportion of response variation, evaluation of factors
extracted by RRR should be based on response scores rather
than on factor scores. However, factor scores represent the
comprehensive variables that will be used in subsequent
statistical analysis.

A nice property of all three methods is that the successive
extracted factors are uncorrelated. This property follows
from the orthogonality of eigenvectors. Therefore, the varia-
tion in the original variables, predictors or responses, can be
decomposed into fractions of variation explained by the
obtained factors. Because different factors from one method
are uncorrelated, they can simultaneously be chosen as inde-
pendent variables in a regression model without con-
founding each other.

The PCA, PLS, and RRR methods are all implemented in
the special procedure PLS of the SAS System for Windows,
release 8.02 (SAS Institute, Inc.). This procedure includes as
an option the choice of an optimal number of extracted
factors by applying cross-validation and the randomization-
based model comparison test proposed by van der Voet (38).
On the other hand, the number of factors cannot be greater
than the rank of the corresponding covariance matrix. In our
application, the rank of the covariance matrix used for PCA
and PLS is equal to the number n of food groups, whereas the
rank is equal to the number m of selected nutrient-related
responses for RRR. To ensure compatibility of the results, it
is reasonable to choose the minimum of n and m as the
uniform number of extracted factors for all methods. The
SAS code for the applied SAS procedure PLS is given in the
Appendix.

Definition of responses

The responses we used are nutrients and ratios of nutrients
presumed to be important in the development of type 2
diabetes. Previous studies indicate that a higher intake of
polyunsaturated fat could be beneficial (39, 40), whereas a
higher intake of saturated fat could adversely affect glucose
metabolism and insulin resistance (41, 42). Therefore,
following the idea of Hu et al. (43), we chose the ratio of
polyunsaturated fat intake to saturated fat intake as one
response. As another response, we selected fiber intake

because higher intake of fiber was associated with reduced
diabetes risk in some large cohort studies (44–46). We also
included dietary magnesium intake, which showed a strong
inverse association with incidence of diabetes in the Iowa
Women’s Health Study (46). Finally, we chose alcohol
consumption as the fourth response because moderate
consumption of alcohol reduced significantly the risk of
diabetes in some previous epidemiologic studies (47–52).
Altogether, compared with persons free of diabetes, those
with type 2 diabetes mellitus are likely to be characterized as
having lower values for all four response variables.

Diet-quality scores

We defined a generalized diet-quality score on the basis of
the four responses, analogous to Hu et al. (43). For this
purpose, each response variable was at first categorized into
quintiles, with the fifth quintile representing the lowest risk.
Then, each participant was assigned a score defined as the
sum of his or her quintile values for the four responses. Thus,
each response was weighted equally regardless of different
effect sizes and intercorrelations of responses. The score
uses integer values of 4–20. Persons with high scores should
have a lower risk of developing diabetes than those with low
scores. To study the sensitivity of this approach, we defined
four additional scores by omitting response variables one at
a time. The modified score values varied between 3 and 15.

RESULTS

The mean responses for diabetes cases and controls are
presented in table 1. Surprisingly, the crude means of all four
responses did not differ significantly between cases and
controls. Adjustment for age, sex, body mass index, waist-
hip ratio, sports activity, smoking status, education, and total
energy intake did not change the results materially. Only
after additional adjustment for the other three response vari-
ables were the means significantly different for fiber and
magnesium intakes and borderline significant for alcohol
consumption and fat ratio. However, contrary to our conjec-
ture, magnesium intake and ratio of polyunsaturated fat to
saturated fat were on average higher for cases than for
controls.

To study the associations between responses, we calcu-
lated Pearson’s correlation coefficients separately for cases
and controls (table 2). The highest correlation was deter-
mined for fiber and dietary magnesium intakes. High magne-
sium intake was also strongly associated with high
consumption of alcohol. The correlation structure was some-
what different for cases and controls, indicating that some
linear functions of all four responses can have more discrim-
inating power for diabetes incidence than any single
response.

The statistical methods PCA, PLS, and RRR were applied
to explain variation in 49 predefined food groups as well as
variation in the four response variables in the pooled data set
of 578 cases and controls. The variation accounted for by
each of the four factors is presented in table 3 for all three
methods. The first four components of PCA explained 22.0
percent of food intake variation and 41.9 percent of response
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variation. In contrast, the four RRR factors explained only
13.1 percent of variation in food intake but accounted for
most of the variation in the four selected responses (93.1
percent). The fractions of variation explained by the four
PLS factors were between those for PCA and RRR.

Table 4 gives a more detailed picture of how much of the
variation in the single-response variables was explained by
the factors of the three statistical methods. Obviously, PCA

failed to explain the major amount of variation in fat ratio,
fiber intake, and magnesium intake. In contrast, PLS
accounted for more than 67 percent of the variation in all
single responses. However, RRR clearly outperformed the
other two methods. RRR factors explained more than 77
percent of the variation in each response, with especially
high percentages for alcohol consumption, fiber intake, and
magnesium intake. The first RRR factor already accounted

TABLE 1.   Mean responses for diabetes cases and controls in the European 
Prospective Investigation into Cancer and Nutrition-Potsdam diabetes study (193 
cases, 385 controls), 2001

* CI, confidence interval.
† Not adjusted.
‡ Adjusted for age, sex, body mass index, waist-hip ratio, sports activity, smoking status,

education, and total energy intake.
§ Adjusted for all variables included in model 2 and the three other response variables.

Response
Mean Difference 

of means
95% CI* p value

Cases Controls

Polyunsaturated fat 
intake/saturated fat 
intake

Model 1† 0.459 0.438 0.021 –0.003, 0.046 0.09

Model 2‡ 0.458 0.438 0.020 –0.007, 0.047 0.15

Model 3§ 0.462 0.437 0.025 –0.001, 0.052 0.07

Fiber intake (g/day)

Model 1 22.1 22.6 –0.5 –1.6, 0.6 0.36

Model 2 22.1 22.6 –0.5 –1.4, 0.6 0.34

Model 3 21.8 22.8 –1.0 –1.7, –0.2 0.009

Magnesium intake 
(g/day)

Model 1 0.353 0.341 0.012 –0.004, 0.029 0.15

Model 2 0.350 0.343 0.007 –0.002, 0.017 0.14

Model 3 0.352 0.342 0.010 0.003, 0.017 0.009

Alcohol consumption 
(g/day)

Model 1 18.3 15.9 2.4 –1.3, 6.0 0.20

Model 2 16.7 16.8 –0.1 –3.7, 3.6 0.97

Model 3 14.9 17.7 –2.8 –5.8, 0.1 0.06

TABLE 2.   Pearson’s correlation coefficients between responses, European 
Prospective Investigation into Cancer and Nutrition-Potsdam diabetes study (193 
cases, 385 controls),* 2001

* Correlation coefficients for cases are presented above the diagonal and those for
controls are located below the diagonal.

† Correlation significantly different from zero (p < 0.001).

Response

Polyunsaturated 
fat intake/

saturated fat 
intake

Fiber 
intake 
(g/day)

Magnesium 
intake 
(g/day)

Alcohol 
consumption 

(g/day)

Polyunsaturated fat intake/
saturated fat intake –0.09 –0.17 0.09

Fiber intake (g/day) 0.08 0.66† –0.02

Magnesium intake (g/day) –0.06 0.72† 0.51†

Alcohol consumption (g/day) –0.05 –0.09 0.38†
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for 91.1 percent of the variation in magnesium intake and
60.7 percent of the variation in fiber intake. The second and
third factors reflected considerable variation in alcohol
consumption and fat ratio, respectively.

To examine more thoroughly the relations between
responses and factors, we calculated the coefficients of the
response scores for all RRR factors (table 5). As already
expected from the correlation structure of response variables
(table 2), no factor existed with only positive or only nega-
tive response score coefficients. A high response score for
factor 1 reflected a diet rich in magnesium and fiber as well
as high alcohol consumption. The second response score was
elevated for persons consuming alcohol but not much fiber,
whereas a high score for the third factor reflected a diet with
much polyunsaturated fat and not much saturated fat.
Finally, a high response score for the fourth factor occurred
if the person’s intake of alcohol and fiber was high but of
magnesium was low.

We used the four factor scores from each method as inde-
pendent variables in a logistic regression model for type 2
diabetes mellitus. After adjustment for age, sex, body mass
index, waist-hip ratio, sports activity, smoking status, educa-
tion, and total energy intake, no factor score obtained by
using the PCA and PLS methods was significantly associ-
ated with diabetes risk (table 6). Of the factors obtained by
RRR, only the fourth one was found to be a risk factor for
type 2 diabetes. The risk associated with an increase of one

TABLE 3.   Explained variation in all food groups and responses by using 
different statistical methods, European Prospective Investigation into Cancer 
and Nutrition-Potsdam diabetes study (n = 578), 2001

* Food items from the food frequency questionnaire were aggregated into 49
separate food groups (refer to table 1 of Schulze et al. (24)).

† Selected responses are ratio of polyunsaturated to saturated fat intake, fiber
intake, magnesium intake, and alcohol consumption.

Explained variation in food groups* Explained variation in responses†

Principal 
component 

analysis

Partial 
least 

squares

Reduced 
rank 

regression

Principal 
component 

analysis

Partial 
least 

squares

Reduced 
rank 

regression

Factor 1 7.3 6.6 4.2 16.8 32.1 44.2

Factor 2 5.9 4.6 3.7 4.8 22.1 26.1

Factor 3 4.8 4.2 3.3 15.1 17.5 19.6

Factor 4 4.0 3.1 1.9 5.2 9.4 3.2

Total 22.0 18.5 13.1 41.9 81.1 93.1

TABLE 4.   Explained variation in single responses by using 
different statistical methods, European Prospective 
Investigation into Cancer and Nutrition-Potsdam diabetes study 
(n = 578), 2001

Explained variation in

Poly-
unsaturated 
fat intake/

saturated fat 
intake

Fiber 
intake

Magnesium 
intake

Alcohol 
consumption

Principal 
component 
analysis

Factor 1 3.8 16.0 36.9 10.5

Factor 2 2.6 12.9 3.8 0.0

Factor 3 9.4 11.5 0.1 39.3

Factor 4 8.4 0.1 4.6 7.8

Total 24.2 40.5 45.4 57.6

Partial least 
squares

Factor 1 2.4 37.5 69.3 18.9

Factor 2 3.4 23.1 0.0 62.2

Factor 3 59.5 9.4 1.2 0.1

Factor 4 2.0 10.5 18.8 6.0

Total 67.3 80.5 89.3 87.2

Reduced rank 
regression

Factor 1 0.3 60.7 91.1 24.7

Factor 2 0.0 31.4 0.0 72.9

Factor 3 76.8 1.1 0.4 0.3

Factor 4 0.2 4.4 6.1 2.0

Total 77.3 97.6 97.6 99.9

TABLE 5.   Response scores for the factors obtained by using 
reduced rank regression, European Prospective Investigation 
into Cancer and Nutrition-Potsdam diabetes study (n = 578), 
2001

Response score coefficient for

Polyunsaturated 
fat intake/

saturated fat 
intake

Fiber intake Magnesium 
intake

Alcohol 
consumption

Factor 1 –0.04 0.59 0.72 0.37

Factor 2 0.01 –0.55 0.01 0.84

Factor 3 0.99 0.12 –0.07 0.06

Factor 4 –0.14 0.58 –0.69 0.40
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standard deviation in this score was 0.68 (95 percent confi-
dence interval: 0.54, 0.85).

We next compared RRR factor scores with diet-quality
scores. Table 7 gives the relative risks of diabetes according
to quintiles of scores. Again, the fourth RRR factor was the
only dietary variable predictive of type 2 diabetes. The rela-
tive risks across increasing quintiles of this factor score, after
adjustment for age, sex, body mass index, waist-hip ratio,
sports activity, smoking status, education, and total energy
intake, were 1.0, 0.92, 0.88, 0.65, and 0.49 (95 percent confi-

dence interval: 0.25, 0.94; p for trend = 0.01). Surprisingly,
no trend was perceptible for increasing diet-quality scores
regardless of whether three or four responses were used.

In table 8, the food groups strongly associated with the
diabetes-related RRR factor are presented. Together, the 10
food groups shown explained 85.8 percent of the factor score
variation. The highest contributions to explained variation
were from low-fat and high-fat dairy products, whole grain
bread, and coffee. Whereas low-fat and high-fat dairy products,
coffee, fruit juice, margarine, and processed meat had negative

TABLE 6.   Relative risks and 95% confidence intervals for type 2 diabetes 
according to a standardized* increase in factor scores obtained by using different 
statistical methods, European Prospective Investigation into Cancer and 
Nutrition-Potsdam diabetes study (n = 578),† 2001

* The factor score was increased by one standard deviation.
† Relative risks were calculated by using a logistic regression model containing

simultaneously all four factors of a method and adjusted for age, sex, body mass index,
waist-hip ratio, sports activity, smoking status, education, and total energy intake.

‡ RR, relative risk; CI, confidence interval.

Principal component analysis Partial least squares Reduced rank regression

RR‡ 95% CI‡ RR 95% CI RR 95% CI

Factor 1 0.92 0.66, 1.29 1.05 0.66, 1.67 1.16 0.76, 1.77

Factor 2 1.03 0.84, 1.28 1.09 0.86, 1.39 1.02 0.82, 1.26

Factor 3 0.82 0.64, 1.04 1.16 0.94, 1.43 1.10 0.89, 1.38

Factor 4 0.85 0.68, 1.07 1.05 0.84, 1.31 0.68 0.54, 0.85

TABLE 7.   Relative risks and 95% confidence intervals for type 2 diabetes according to quintiles of reduced rank 
regression factors and diet-quality scores, European Prospective Investigation into Cancer and Nutrition-Potsdam 
diabetes study (n = 578),* 2001

* Relative risks were adjusted for age, sex, body mass index, waist-hip ratio, sports activity, smoking status, education, and
total energy intake.

† RR, relative risk; CI, confidence interval.
‡ The four response variables were categorized into quintiles separately. Then, each study participant was assigned four

numbers corresponding to the quintiles that contained his or her response values. Score 1 was defined as the sum of the four
numbers. Scores 2, 3, 4, and 5 were defined as sums of only three numbers by omitting the quintile number of fat ratio, fiber
intake, magnesium intake, and alcohol consumption, respectively.

First 
quintile 
(RR†)

Second quintile Third quintile Fourth quintile Fifth quintile p for 
trendRR 95% CI† RR 95% CI RR 95% CI RR 95% CI

Reduced rank 
regression

Factor 1 1.0 0.79 0.41, 1.52 0.64 0.32, 1.32 0.82 0.37, 1.77 0.76 0.29, 1.96 0.62

Factor 2 1.0 1.46 0.75, 2.86 1.62 0.82, 3.21 1.17 0.58, 2.36 1.04 0.51, 2.12 0.77

Factor 3 1.0 0.60 0.31, 1.16 0.82 0.43, 1.59 0.92 0.48, 1.74 1.32 0.70, 2.48 0.17

Factor 4 1.0 0.92 0.49, 1.71 0.88 0.47, 1.65 0.65 0.34, 1.23 0.49 0.25, 0.94 0.01

Diet-quality 
scores‡

Score 1 1.0 0.72 0.38, 1.39 0.85 0.46, 1.59 0.96 0.49, 1.90 1.01 0.48, 2.11 0.89

Score 2 1.0 0.74 0.40, 1.38 0.51 0.26, 1.01 0.98 0.47, 2.06 0.45 0.18, 1.10 0.20

Score 3 1.0 1.04 0.56, 1.91 0.83 0.44, 1.56 1.29 0.59, 2.81 0.97 0.46, 2.06 0.98

Score 4 1.0 0.85 0.44, 1.64 1.27 0.74, 2.19 0.67 0.33, 1.37 1.07 0.54, 2.11 0.99

Score 5 1.0 1.96 1.06, 3.61 1.56 0.80, 3.07 1.64 0.82, 3.27 1.47 0.64, 3.37 0.43
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score coefficients and were negatively correlated to the factor
score, whole grain bread, fresh fruit, wine, and spirits were
characterized by positive score coefficients and correlation.
Because an increase in the fourth RRR factor score decreased
diabetes risk (tables 6 and 7), food groups positively associated
with this factor score had a beneficial effect, whereas food
groups with negative score coefficients had a detrimental effect
regarding the incidence of diabetes. Moreover, the effect
assigned to food groups can be interpreted by the corre-
sponding response score for the fourth factor (table 5). For
example, increased intake of whole grain bread, because it
contains much fiber, reduced the risk of diabetes.

DISCUSSION

The statistical method RRR is a powerful tool for deriving
dietary patterns important in nutritional epidemiology. In
contrast to the classic PCA method, RRR can be applied to
explain variation in nutrients or nutrient-related responses by
linear functions of food intakes. Since biologic knowledge
concerning development of a disease is based on the role of
nutrients rather than of foods, dietary patterns obtained by
using RRR should better clarify the importance of diet in the
etiology of diseases.

The most appealing feature of RRR is the possibility of
choosing disease-specific responses. Therefore, prior knowl-
edge gained from biologic evidence, dietary intervention
studies, epidemiologic studies with biomarkers, and large
prospective cohort studies can be incorporated. The RRR
method combines two information sources, prior informa-
tion and the data from the study. It also combines the
strength of PCA to consider correlation of dietary compo-

nents and the advantage of diet-quality scores to account for
current scientific evidence. Diet-quality scores will be
significant risk factors for disease if the selected score
components do not strongly interact and if their presumed
effects do not contradict study findings. In the more realistic
case of correlated responses and unknown mixture of effects,
RRR will outperform diet-quality scores. RRR is more flex-
ible and less sensitive to violations of assumptions
concerning directional relations because it determines only
response variables without fixing equal weights and
expected directions of effects. Clearly, in the extreme case of
missing prior knowledge, no response variables can be justi-
fied; therefore, the explorative PCA method should be
preferred to RRR.

The only diabetes-related dietary pattern we could deter-
mine was the fourth factor score of RRR. This factor
explained only 3.2 percent of response variation. This finding
raises the question of whether such a tiny proportion reflects a
direction of infrequent response variation possibly predictive
for diabetes. When all response scores from using the three
methods were explored, the response score for the fourth RRR
factor was found to be the only one for which score coeffi-
cients for fiber and magnesium intakes had high absolute
values of the opposite sign. This observation suggests that
both nutrients have opposite effects on diabetes that generally
offset, and the exception is reflected by, the fourth RRR
pattern. This explanation can be confirmed by the high posi-
tive correlation between both nutrients (table 2) and the signif-
icance of intake differences between cases and controls after
adjustment for the correlated nutrient (table 1). Obviously, the
role of magnesium intake in the development of diabetes can
be evaluated only by simultaneous consideration of other
correlated nutrients, as performed by the RRR method. Diet-
quality scores defined by the responses failed to be predictive
for diabetes because they ignored the high correlation between
magnesium and fiber intakes and assumed that high magne-
sium intake always decreased the risk of type 2 diabetes.

The objective of this study was a methodological one and
consisted of presenting a statistical alternative to PCA and
exploratory factor analysis to derive dietary factors. Besides
the inability to use prior knowledge, main reservations to
PCA and factor analysis refer to the arbitrariness in deter-
mining the number of factors extracted and the interpretation
of factors. Rationally, only factors with high corresponding
eigenvalues should be chosen. However, any lower bound
for eigenvalues, whether predetermined or determined by a
scree plot, is arbitrary. Generally, in previous epidemiologic
studies, no more than four PCA factors have been extracted.
Consistent with the epidemiologic literature, we also
extracted the first four factors but also examined whether the
subsequent factors would create diabetes-related dietary
patterns. As a result, the first 10 PCA factors were found to
have no association with diabetes incidence at all. In contrast
to PCA, choosing the number of extracted factors in RRR is
generally no serious problem. Because no more factors than
responses exist and the number of responses will be small in
most applications, it is obvious to extract the maximal
number of factors. Thus, RRR reduces the dimension of
predictor variables to the dimension of response variables. In
the present study, we chose the maximum of four factors.

TABLE 8.   Food groups strongly associated with the diabetes-
related factor score identified by using reduced rank 
regression, European Prospective Investigation into Cancer and 
Nutrition-Potsdam diabetes study (n = 578), 2001

* The score variation explained by a food group was calculated as
the product of the corresponding standardized score parameter, the
correlation coefficient, and 100%.

Food group
Standardized 

score 
parameter

Correlation 
with 

score

Explained 
proportion of 

score variation 
(%)*

Low-fat dairy products –0.50 –0.40 20.0

Whole grain bread 0.46 0.28 12.9

Coffee –0.37 –0.31 11.5

High-fat dairy products –0.36 –0.27 9.7

Wine 0.28 0.28 7.8

Fresh fruit 0.27 0.23 6.2

Fruit juice –0.30 –0.18 5.4

Margarine –0.22 –0.23 5.1

Processed meat –0.19 –0.20 3.8

Spirits 0.19 0.18 3.4

All 10 food groups 85.8
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Extracting less than the maximal number of factors can lead
to overlooking disease-related dietary patterns, as can be
seen in the diabetes case-control study.

The second objection to PCA concerns interpretation of
factors that include its role in the etiology of diseases. If a
dietary pattern obtained by using PCA turns out to be a risk
factor for a specific disease, a plausible explanation is often
difficult to find. Although we know which food groups
substantially contribute to the factor by looking for high
factor loadings, it remains unclear why these food groups are
important in the incidence of disease. The RRR method may
help overcome this weakness. Factor scores extracted by
RRR can always be evaluated by their corresponding
response scores and by the explained variation in response
variables that should be related to disease. On the other hand,
associations between food groups and responses can be used
to interpret beneficial or detrimental effects of food groups
as components of dietary patterns.

However, application of RRR in nutritional epidemiology
has several limitations. First, factor scores are not well-
measured characteristics of diet but linear combinations of
food intakes usually obtained by a food frequency question-
naire. Assessing dietary intake by food frequency question-
naire is subject to considerable measurement error, as
demonstrated by the OPEN Study (53). Second, the coeffi-
cients of a factor score are estimated by using the data at hand
and cannot be reproduced with data from another study popu-
lation. For example, using the full cohort of the EPIC-Potsdam
study instead of the nested case-control study results in some-
what different dietary patterns, although the fourth RRR factor
remains a significant predictor of diabetes. A possible
approach to reduce the data dependency of the pattern vari-
ables is to construct simplified dietary patterns by omitting
food groups with low score coefficients and ignoring the
weights of the remaining food groups (25). Moreover, simpli-
fied patterns are easier to interpret than patterns including all
food groups. Third, although the RRR method aims to explain
much response variation, the predictive value of all response
variables together can be higher than the one for all RRR
factors. For example, the four nutrients we considered predict
diabetes better than the four RRR factor scores. However, a
diabetes model with nutrients as independent variables does
not tell us what foods will reduce diabetes risk.

Altogether, RRR seems to be an appropriate and prom-
ising statistical method to determine which dietary patterns
are associated with development of diseases by combining
prior information and dietary information from the study.
Nevertheless, the usefulness of RRR needs to be confirmed
in future studies for other diseases and other disease-related
variables chosen as responses.
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APPENDIX

SAS Code for Deriving Dietary Patterns

This Appendix provides the SAS code to construct dietary
patterns by using the RRR, PCA, and PLS methods. We used
the same SAS procedure pls with the same options for all
three methods. For more details concerning other possible
options and their SAS syntax, refer to the SAS User’s Guide
(54).

Our data file named diet contained 49 food groups denoted
by group1, …, group49 and the four nutrients fatratio, fiber,
mg, and alcohol. The following SAS code was used to
construct dietary patterns by using the RRR method:

proc pls data=diet method=RRR
nfac=4 varss details;
model fatratio fiber mg alcohol

= group1-group49;
output out=pattern xscore=scorex yscore=scorey;

run;

The first row invokes the pls procedure and indicates that
the data from file diet will be analyzed by RRR. In the second
row, the option nfac=4 specifies the number of factors to
extract. The further options varss and details concern the
displayed output. By default, the procedure pls displays just
the amount of predictor and response variation accounted for
by each factor. The option varss additionally lists the amount
of variation accounted for in each response and predictor; the
option details lists the details of the fitted model for each
successive factor. The model statement defines the four nutri-
ents fatratio, fiber, mg, and alcohol as response variables and
the 49 food groups group1, …, group49 as predictors. In the
output statement, a new data set named pattern is created to
receive output variables of the procedure, such as extracted
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factors and predicted values. The options xscore=scorex and
yscore=scorey produce four factor and four response scores
denoted by scorex1, …, scorex4 and scorey1, …, scorey4,
respectively. The factor scores can be used in subsequent
statistical analysis, whereas the response scores can be helpful
in interpreting factors.

PCA and PLS dietary patterns can also be derived by
applying the SAS procedure pls. In our example, we did so
by changing the option method=RRR to method=PCR and
method=PLS, respectively, and letting all other statements
and options from the SAS code given above remain
unchanged.
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