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Research on bias in clinical trials may help identify some of the reasons why investigators sometimes reach the
wrong conclusions about intervention effects. Several quality components for the assessment of bias control have
been suggested, but although they seem intrinsically valid, empirical evidence is needed to evaluate their effects
on the extent and direction of bias. This narrative review summarizes the findings of methodological studies on the
influence of bias in clinical trials. A number of methodological studies suggest that lack of adequate randomization
in published trial reports may be associated with more positive estimates of intervention effects. The influence of
double-blinding and follow-up is less clear. Several studies have found a significant association between funding
sources and pro-industry conclusions. However, the methodological studies also show that bias is difficult to detect
and appraise. The extent of bias in individual trials is unpredictable. A-priori exclusion of trials with certain char-
acteristics is not recommended. Appraising bias control in individual trials is necessary to avoid making incorrect

conclusions about intervention effects.

bias (epidemiology); evidence-based medicine; meta-analysis; publication bias; selection bias

Abbreviations: Cl, confidence interval; ROR, relative odds ratio; SSRiIs, selective serotonin reuptake inhibitors.

Bias in clinical trials may be described as systematic
errors that encourage one outcome over others. The poten-
tial effect of bias is that investigators will come to the wrong
conclusions about the beneficial and harmful effects of in-
terventions. Several mechanisms may bias clinical trials,
affecting the estimated intervention effects. Certain trial
characteristics have been suggested as quality components
that may be used when appraising the control of bias in
clinical trials. Although they seem intrinsically valid, em-
pirical evidence is necessary to make conclusions regarding
the effects of the individual components.

The present paper is a narrative review of methodolog-
ical studies of bias in clinical trials. The included studies
were identified through manual and electronic searches. The
manual searches included scanning of bibliographies, jour-
nals, and conference proceedings and correspondence with
experts. The electronic searches were performed in the

Cochrane Library, the Cochrane Hepato-Biliary Group
Controlled Trials Register, MEDLINE, and the Excerpta
Medica Database (EMBASE). No limitations were used
for year of publication or language. The keywords used in
the electronic searches included “quality,” “bias,” “trials,”
and “random*.” The searches were completed on February
21, 2004.

THE QUALITY OF BIAS CONTROL IN RANDOMIZED
TRIALS

The quality of clinical trials may be defined as the confi-
dence that the design, conduct, report, and analysis restrict
bias in the intervention comparison (1, 2). At least 25 quality
scales have been developed, but few have been validated
using established criteria (3, 4). Scales are useful for sum-
marizing the quality of trial cohorts, but the combination of
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quality components may be problematic. The extent and
direction of the effect of individual components may vary,
and the conclusions of different scales often disagree (4). If
a significant association between quality and intervention
effects is found, separate analyses of the individual compo-
nents are necessary. Therefore, the use of quality scales is
not generally recommended for assessment of bias control
in individual trials (5). Instead, separate quality components
may be used (2-9).

Randomization

Evidence-based medicine involves identification of the
most reliable research evidence (10, 11). The reliability of
the evidence depends on several aspects, including the risk
of bias associated with different research designs (12). Un-
controlled clinical observations provide reliable evidence if
interventions have dramatic effects along the lines of the
effect of insulin in diabetic ketoacidosis. When intervention
effects are moderate or small, the human processing of data,
unsystematic data collection, and the human capacity to
overcome illnesses spontaneously limit the value of uncon-
trolled observations. Experimental models are essential for
estimation of toxicity and pathophysiology. The main prob-
lem of assessing intervention effects in experimental models
lies in the necessary extrapolation. Previous examples show
how extrapolation may lead to the wrong conclusions. One
example is B-blockers, which reduce mortality in congestive
heart failure in spite of a negative inotropic effect (13).
Thalidomide, which has species-specific teratogenic effects
that were overlooked in experimental models (14), is an-
other example.

Observational studies are important in the evaluation of
rare adverse events (15-17). If a retrospective study design
is used, bias due to periodical changes, recall bias, and
differential measurement errors may occur (18-20). Bias
related to confounding by indication may occur in prospec-
tive studies as well as retrospective studies. Confounding by
indication occurs when patients are allocated to the inter-
vention or control group on the basis of patient and inves-
tigator preferences, patient characteristics, and clinical
history (21).

On average, the prognostic factors of patients in the ex-
perimental and control groups differ. The result may be
selection bias, which occurs when prognostic factors are
unevenly distributed between the experimental group and
the control group. Selection bias often means that patients
in the control group have less favorable outcomes than pa-
tients in the experimental group. The purpose of randomi-
zation is to reduce such bias by creating comparison groups
that are similar with regard to known as well as unknown
prognostic variables.

The effect of randomization may be deduced from com-
parisons of randomized trials and observational studies. A
number of methodological studies include such analyses.
One of these studies found considerable differences between
estimated intervention effects in 15 of 22 comparisons of
randomized and nonrandomized trials (22). Analyses of all
comparisons showed that the effect estimates in the non-
randomized trials ranged from an underestimation of effect

TABLE 1. Cohort studies on the sample size of randomized
controlled trials in different disease areas

Disease area No. of Sample size
(ref. no.) trials Median Interquartile range

Hepatology (32) 235 52 28-88
Dermatology (33) 68 46 30-80
Gastroenterology (36) 385 54 24-110
Sclerosis (34) 73 28 17-43
Intensive care

medicine (35) 173 30 20-64
Radiology (37) 130 61 27-104

of 76 percent to an overestimation of effect of 160 percent
(22). In another methodological study, odds ratios generated
by 168 observational studies and 240 randomized trials on
45 topics were compared (23). All trials and studies were
included in a meta-analysis with binary outcomes. Overall,
the observational studies tended to generate larger sum-
mary odds ratios, suggesting a more beneficial effect of the
intervention.

Bias associated with nonrandom allocation was also an-
alyzed in a review summarizing the results of 69 studies that
compared randomized trials with observational studies (21).
The review found that nonrandom allocation was related to
overestimation as well as underestimation of treatment ef-
fects. The variation in the results of observational studies
was increased because of haphazard differences in the case
mix between groups. Four strategies for case-mix adjust-
ment were subsequently evaluated by generating nonran-
domized studies from two large randomized trials (21).
Participants were resampled according to allocated treat-
ment, center, and period. None of the strategies adequately
adjusted for bias in historically or concurrently controlled
studies. Logistic regression was found to increase bias due
to misclassification and measurement errors in confounding
variables and differences between conditional and uncondi-
tional odds ratio estimates of treatment effects.

The large randomized trial is one of our most reliable
sources of evidence for assessment of intervention effects (6,
24-28). Disagreements often occur between meta-analyses
and large trials and between large trials on the same topic
(24-26, 29, 30). Discordance rates seem to depend on
whether primary outcomes or secondary outcomes are as-
sessed. In many cases, there are no large trials but several
small trials with low statistical power (31). Table 1 lists six
cohort studies on the sample size of randomized trials in
different disease areas (32-37). The median sample size in
these studies ranged from 28 patients to 61 patients, suggest-
ing that relatively large intervention effects may have been
overlooked. In these situations, it may be useful to combine
the results of the individual trials in a meta-analysis in order
to increase statistical power and evaluate bias (38—40).

Adequate randomization requires that the allocation of
the next patient be unpredictable (41-43). If the next assign-
ment is known, enrollment of certain patients may be pre-
vented or delayed to ensure that they receive the treatment
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TABLE 2. Cohort studies on reported randomization methods
in randomized trials

% with adequate o\ adequate

Disease area No. of allocation allocation
(ref. no.) trials sequence
generation concealment

Gynecology/

obstetrics (48) 206 32 26
Hepatology (47) 166 28 23
Hepatology (32) 235 52 37
Dermatology (33) 68 1 34
Intensive care

medicine (35) 173 27
Gastroenterology (36) 383 42 6
Orthodontics (49) 155 50 39

believed to be superior (44). Adequate randomization in-
volves both generation of an allocation sequence and con-
cealment of allocation. The simplest method of generating
an allocation sequence is to give each patient an equal
chance of receiving either treatment. A table of random
numbers or a random number generator on a computer may
be used. Modifications include block randomization to en-
sure equal numbers in comparison groups and stratified ran-
domization, to keep comparison groups balanced for known
prognostic factors (43). Irrespective of how the allocation
sequence is generated, bias may be introduced if the alloca-
tion of the next patient is known. Therefore, the allocation
sequence must be concealed. Adequate allocation conceal-
ment may be achieved through the use of independent centers
or serially numbered identical sealed packages. The use of
sealed envelopes is another popular method, but previous
evidence demonstrates that envelopes may be transillumi-
nated or opened before or after patients are excluded (45,
46). Whether sealed envelopes provide adequate allocation
concealment is debatable.

Many trials that are described as randomized do not re-
port randomization methods. Table 2 lists seven studies on
reported randomization methods in different disease areas
(32, 33, 35, 36, 47-49). The studies found that the reporting
of randomization methods in different disease areas varies.
The proportion of trials reporting adequate allocation se-
quence generation ranged from 1 percent to 52 percent (me-
dian, 37 percent). The proportion with adequate allocation
concealment ranged from 2 percent to 39 percent (median,
25 percent). The variation between the studies may be re-
lated to the characteristics of the disease or classification
randomization (32, 36, 50).

Sometimes, reported randomization methods do not re-
flect the methods that were actually used during the trial. In
a study of 105 randomized trials, reported allocation con-
cealment methods in full-text publications were compared
with information obtained through direct communication
with the authors (51). The study found that several trials
had adequate allocation concealment methods that were
not described in the published report (52). In a study on
56 randomized controlled trials conducted by the Radiation
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Therapy Oncology Group (53), adequate allocation conceal-
ment was achieved in all trials but was reported for only 42
percent. On the other hand, a study comparing publications
and protocol descriptions of allocation concealment in 102
trials found that most trials with unclear allocation conceal-
ment in the published paper also had unclear allocation
concealment in their protocol (54). Accordingly, additional
evidence on discrepancies between the conduct and report-
ing of randomized trials is needed.

Several previous studies have analyzed the association
between reported randomization and intervention effects
in trials from meta-analyses. Two of the initial studies in-
cluded obstetrics and gynecology trials (2) or trials from
various disease areas (9). Neither of the studies found a
significant effect of the allocation sequence generation,
but both found that inadequate allocation concealment
was associated with significantly more positive (i.e., statis-
tically significant) estimates of intervention effects. These
findings suggest that inadequate allocation concealment
may bias the results of clinical trials. On the other hand,
the findings may also reflect bias due to selective publication
of reports on small, low-quality trials with positive results
(39, 55). The results of very large randomized trials rarely
remain unpublished. Therefore, a subsequent study used
similar methods but included large randomized trials (n >
1,000 participants) as a reference group (6). The study found
that, on average, small trials without adequate allocation
sequence generation or allocation concealment overesti-
mated intervention benefits. Small trials with adequate ran-
domization methods were not significantly different from
the large trials.

The association between randomization and intervention
effects was analyzed in subsequent cohort studies (5, 7, 8).
On the basis of unsystematic searches in MEDLINE, man-
ual searches of bibliographies and conference proceedings
and correspondence with experts revealed six methodolog-
ical studies comparing intervention effects in randomized
trials that did or did not describe adequate randomization
or double-blinding (56). The included studies analyzed ran-
domized trials from meta-analyses assessing unwanted bi-
nary outcomes. All studies calculated the relative odds ratios
by comparing summary odds ratios generated by groups of
trials with or without adequate randomization or blinding.
The relative odds ratios were combined in random-effects
meta-analyses. As figure 1 shows, odds ratios were approx-
imately 12 percent more positive in trials without adequate
allocation sequence generation (relative odds ratio (ROR) =
0.88, 95 percent confidence interval (CI): 0.79, 0.99). Trials
without adequate allocation concealment were approxi-
mately 21 percent more positive than trials with adequate
allocation concealment (ROR = 0.79, 95 percent CI: 0.66,
0.93). The meta-analyses also showed considerable between-
study heterogeneity that may have been related to the disease,
the intervention, trial inclusion criteria, and classification
of adequate randomization. The variation suggests that
caution is necessary when making recommendations for
quality assessments. Using certain components as exclusion
criteria does not seem justified. The quality of individual
trials and the quality of meta-analyses must be evaluated
separately.
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Schulz, 1995 (2) -
Moher, 1998 (3) —.
Juni, 2001 (4) --
Kjaergard, 2001 (6) . —

Balk, 2002 (7)
Als-Nielsen, 2004 (8)

Total <P

1

0.66 (0.59, 0.73)
0.63 (0.45, 0.88)
0.79 (0.70, 0.89)
0.60 (0.37, 0.97)
0.95 (0.83, 1.09)
1.02 (0.93, 1.13)

0.79 (0.66, 0.93)

0.2 0.5

2 5

Relative odds ratio (95% CI)

FIGURE 1. Forest plot of a random-effects meta-analysis of methodological studies calculating the relative odds ratio between groups of
randomized trials with or without adequate allocation concealment. The squares show the point estimates for individual studies (horizontal bars, 95
percent confidence interval (Cl)); the diamond shows the overall relative odds ratio from the meta-analysis.

Blinding

In clinical trials, the term “blinding” refers to keeping
participants, health-care providers, data collectors, outcome
assessors, or data analysts unaware of the assigned interven-
tion (57). The purpose of blinding is to prevent bias associ-
ated with patients’ and investigators’ expectations (5). If
interventions are compared with no intervention, an identi-
cal placebo may be used. The compared interventions must
be identical in taste, smell, appearance, and mode of admin-
istration. Any difference may destroy the blinding (58-60).
The terminology authors use to convey blinding status is
open to various interpretations. Both physicians and text-
books vary in their definitions of single-, double-, and triple-
blinding (57, 61). “Double-blinding”” may refer to blinding
of both participants and health-care providers, investigators,
data collectors, judicial assessors, or data analyzers. Some-
times, the nature of an intervention precludes blinding of
participants. Blinding of outcome assessors is generally pos-
sible and may theoretically be one of the most fundamental
considerations.

In a study including 616 hepatobiliary randomized trials
published during 1985-1996, 34 percent were described as
double-blind (50). The variation may reflect not only that
some interventions preclude double-blinding but also that
certain trials may be performed without double-blinding,
although blinding would have been feasible (62). A meta-
analysis of methodological studies has analyzed the associ-
ation between double-blinding and intervention effects
(2, 5-9). The studies compared summary odds ratios in
groups of trials that were or were not described as double-
blind. Two of these studies found that trials not described as
double-blind overestimated intervention effects compared
with double-blind trials (2, 6). A random-effects meta-
analysis of the six studies (56) found no significant associ-
ation between the reported blinding and intervention effects
(ROR = 0.86, 95 percent CI: 0.71, 1.05). The meta-analysis
revealed considerable between-study variation that may
have been related to the nature of the disease or the inter-

vention. The variation may reflect the fact that some inter-
ventions are difficult to blind. For example, if we perform
double-blind trials on drugs associated with adverse events,
blinding may be ineffective. The type of outcome may be
equally important. Measurable clinical outcomes may be
less prone to assessment bias than subjective outcomes.
Therefore, trials evaluating the effect of drugs on, for exam-
ple, mortality may be less susceptible to bias than trials eval-
uating the effect of drugs on pain. The effect of blinding is
highly unpredictable, and separate analyses of the effect of
blinding in individual trials and meta-analyses are necessary.

Follow-up

Protocol deviations are often related to prognostic factors
and may lead to attrition bias (63—65). Attempts to obtain
data on patients who have been lost to follow-up and clear
descriptions of follow-up are important (66—68). Thirty per-
cent of 235 randomized trials whose results were published
in the journal Hepatology during 1981-1998 did not de-
scribe the numbers or reasons for dropouts and withdrawals
(32). The association between the completeness of the re-
ported follow-up and trial results was analyzed in two meth-
odological studies (2, 6). One study found no significant
differences in intervention effects generated by trials with
losses to follow-up compared with trials with complete (ex-
plicit or assumed) follow-up (2). The other study found no
significant association between reported follow-up and in-
tervention effects (6). These results may suggest that report-
ing of follow-up was inadequate in several trials.

Intention-to-treat analyses include all patients, whereas
per-protocol analyses exclude data from patients with pro-
tocol deviations (69). Therefore, intention-to-treat analyses
must deal with missing data. Suggested strategies include
carrying forward the last observed response or calculating
the most likely outcome based on the outcome of other
patients. Per-protocol analyses exclude patients with miss-
ing data from the analyses. If patients with missing data
are mainly outliers, per-protocol analyses may increase
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homogeneity and precision. On the other hand, if losses to
follow-up are related to prognostic factors, adverse events,
or lack of treatment response, per-protocol analyses may
overestimate the intervention effects (65, 70). In general,
the intention-to-treat analysis is the most reliable type for
analyzing data from randomized trials. However, discrepan-
cies between intention-to-treat and per-protocol analyses
may provide important additional information, and using
both analytical strategies may be considered.

In a cohort study of 199 randomized trials in which the
authors stated that intention-to-treat analyses were used
(68), few trials clarified the analytical strategies used, which
seemed to vary considerably. Several analyses were de-
scribed as intention-to-treat although patients were not an-
alyzed as allocated. Therefore, the analytical strategy must
be appraised carefully in individual trials, as the intention-
to-treat approach may be inadequately applied.

COMPETING INTERESTS

The effect of competing interests is debated (71). On the
one hand, industry funding has been associated with high
quality as compared with trials without external funding
(32, 50). On the other hand, financial interests may bias
the interpretation of trial results. In a cohort study of 159
randomized trials, the interpretation of the results of indi-
vidual trials was significantly more favorable towards ex-
perimental interventions if funding obtained from for-profit
organizations was declared (72). The association was not
related to quality or statistical power. Two systematic re-
views found similar associations between funding and pro-
industry conclusions (73, 74). The extent to which these
findings reflect the quantitative trial results or the interpre-
tation of trial results may be important. Therefore, a subse-
quent study with 370 drug trials analyzed the association
between funding and conclusions reached after adjusting for
the quantitative trial results and the occurrence of adverse
events (75). Neither appeared to explain the association be-
tween funding and pro-industry conclusions.

The reason for the association between funding and pro-
industry conclusions is not clear. Potential explanations in-
clude violation of the uncertainty principle (76), publication
bias (55), and biased interpretation of trial results (75). The
uncertainty principle means that patients should be enrolled
in a trial only if there is substantial uncertainty about which
of the treatments in the trial is most appropriate for the
patient (77). Trials may be considered unethical if patients
allocated to the control group are not offered a known ef-
fective intervention. A violation of the uncertainty principle
may be related to selective sponsoring of trials with known
beneficial effects (76).

In 1997, approximately 16 percent of 1,396 highly
ranked scientific journals had policies on conflicts of in-
terest (78). Less than 1 percent of the articles published in
these journals contained disclosures of personal financial
interests. The importance of disclosure of financial inter-
ests is increasingly being recognized, as demonstrated by
the following examples of publication bias and neglect of
harm.

Am J Epidemiol 2006;163:493-501

* Selective serotonin reuptake inhibitors (SSRIs) have been
prescribed for depression since the 1980s (79). The first
trials of SSRIs were initiated in the late 1980s, but the
results of several remained unpublished more than 10
years later (80, 81). During subsequent years, cases of
suicidal behavior among children on SSRIs appeared
(79). In 2003, a review of data from published and
unpublished clinical trials prompted the Food and Drug
Administration and the Committee on Safety of Medi-
cines to warn against the use of SSRIs in children (82-85).

e The Vioxx Gastrointestinal Outcomes Trial suggested
that rofecoxib was a safe alternative to antiinflammatory
drugs for pain relief (86). From 2001 onward, indepen-
dent researchers expressed their concerns about its
potential cardiovascular effects (87, 88). The published
report from the Vioxx Gastrointestinal Outcomes Trial
did not address this question, but a review of unpublished
safety data showed that rofecoxib increased the risk of
serious cardiovascular thrombotic events (89, 90). In
2004, the manufacturer, Merck & Co., Inc. (Whitehouse
Station, New Jersey), finally chose to remove Vioxx from
the market (91).

e In 1995, the United Kingdom Department of Health
commissioned a meta-analysis of individual patient data
on the use of primrose oil supplementation for atopic
dermatitis (92). For unknown reasons, the authors were
not allowed to publish their work. G. D. Searle and Com-
pany (Pfizer, Inc., New York, New York), the company
then responsible for marketing evening primrose oil in
the United Kingdom, asked the authors to sign a written
statement verifying that the contents of the report had not
been leaked (92).

PUBLICATION BIAS AND RELATED BIASES

Prospective studies of clinical trials have analyzed the
effect of unwanted results and publication of the findings
of clinical trials (55, 93-97). Publication bias, with selective
publication of the findings of trials with positive results, may
lead to overestimation of treatment effects. One study ex-
amined the publication status of all studies submitted to an
ethics committee over a 10-year period (96). Overall, stud-
ies with statistically significant results were more likely to
be published than studies with nonsignificant results, and
they had significantly shorter times to publication. In a sim-
ilar study of 109 randomized efficacy trials, the time from
completion to submission for publication was substantially
shorter for trials with positive findings (98). In prospective
analyses of clinical trial reports submitted for publication
in the Journal of the American Medical Association, the
chances of being published were not significantly different
for trials with positive results and trials with negative results
(99). Accordingly, publication bias may reflect a reluctance
to submit reports on negative trials for publication rather
than a reluctance to publish negative trial reports on the part
of journals.

Selective or delayed publication of the findings of trials
with unwanted results seems to be a widespread problem.
Citation habits and similar dissemination biases may also
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be important, but the evidence is not convincing (100-104).
However, recent evidence suggests that selective reporting
of statistically significant outcomes in published trial reports
may be a common problem. Analyses of 102 protocols and
publications (122 papers) showed that studies with positive
outcomes had higher odds of being fully reported (97).
Comparisons of publications and protocols revealed that at
least one primary outcome was changed, introduced, or
omitted in 62 percent of the trials. In a survey of authors
from 519 randomized trials, 32 percent of responders denied
the existence of unreported outcomes, despite evidence to
the contrary in their publications (105). Incompletely re-
ported outcomes were approximately twice as likely to be
statistically nonsignificant as fully reported outcomes. The
combined evidence suggests that publication bias, time-lag
bias, and outcome-reporting bias may lead to false-positive
conclusions about treatment effects.

DISCUSSION

In theory, clinical interventions should only be used if
they have been shown to be safe and effective in well-
designed trials. The present review suggests that clinicians
using evidence-based methods often have to base treatment
decisions on randomized trials with small sample sizes and
unclear control of bias. In such situations, a systematic re-
view of the evidence is an important tool. Systematic re-
views are often necessary to identify limitations in the
existing evidence, such as bias or inadequate statistical
power. Systematic reviews may also help identify interven-
tions that are supported by convincing evidence. Still, it is
the clinicians who must decide whether or not they believe
the intervention should be used in clinical practice.

Research on sources of bias in randomized trials and
systematic reviews is important to evidence-based clinical
practice. Future methodological studies may need to con-
sider the influence of blinding on trial validity. Additional
evidence is necessary to determine the effects of blinded
outcome assessment, sample size calculations, intention-
to-treat analyses, and losses to follow-up on the control of
bias in clinical trials. The actual influence of potential sources
of bias may differ significantly from the theoretical influ-
ence. Large trial cohorts are often necessary to identify
patterns of bias. The present review suggests that adequate
randomization, blinding, and follow-up may be important in
bias control, but the influence of the different components in
individual trials cannot be predicted. Critical appraisal of
bias control in individual trials is an essential tool for clini-
cians as well as researchers.
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