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It has been noted that there is ambiguity in the expression ‘‘attributable fraction,’’ and epidemiologic literature has
drawn a distinction between ‘‘excess fraction’’ and ‘‘etiologic fraction.’’ These quantities do not necessarily ap-
proximate one another, and the etiologic fraction is not generally estimable without strong biologic assumptions. In
previous studies, researchers have explained the relations between excess and etiologic fractions in the potential-
outcome framework, and few authors have explained the relations between these concepts by showing the
correspondence between the potential-outcome model and the sufficient-cause model. In this article, the authors
thoroughly clarify the conceptual relations between excess, attributable, and etiologic fractions by explicating the
correspondence between these 2 models. In so doing, the authors take into account the potential completion time
of each sufficient cause, which contributes to further insight to clarify the 2 types of etiologic fraction, i.e., accelerating
etiologic proportion and total etiologic proportion. These 2 measures cannot be distinguished in epidemiologic data,
and the differences might be subtle. However, they are closely related to a very fundamental issue of causal inference,
that is, how researchers define etiology. Further, the authors clarify the relation between 3 distinct assumptions—
positive monotonicity, no preventive action (or sufficient-cause positive monotonicity), and no preventive sequence.

causal inference; monotonicity; potential outcomes; sufficient causes

More than 2 decades ago, Greenland and Robins (1) noted
that there is ambiguity in the expression ‘‘attributable fraction’’
and drew a distinction between ‘‘excess fraction’’ and ‘‘eti-
ologic fraction.’’ These quantities do not necessarily approx-
imate one another, and the etiologic fraction is not generally
estimable without strong biologic assumptions (1). More de-
tailed statistical discussions were addressed in related articles
(2, 3), and other papers were meant to be educational for
general readers (4–6). In these studies, researchers have
explained the relations between excess and etiologic fractions
in the potential-outcome framework (7). In some recent arti-
cles, investigators have discussed the concept of attributable
fractions in the sufficient-component cause framework and
have described how redundancy of sufficient causes impacts
epidemiologic effect measures (8–12).

In this article, we aim to clarify the relations between
excess fractions, attributable fractions, and etiologic frac-
tions in detail by explicating the correspondence between
the potential-outcome model and the sufficient-cause model.
In so doing, we take into account the potential completion time
of each sufficient cause, which further clarifies how researchers

should define etiology. Further, as we explain below, in most
studies investigators have (sometimes implicitly) made as-
sumptions such as positive monotonicity, no preventive action,
and no preventive sequence, which might have resulted in
some confusion regarding these concepts. Thus, we also aim
to clarify the relation between these assumptions. To avoid
technical complications, we do not discuss additional prob-
lems that can arise when exposure has multiple levels or when
competing risks are being considered.

POTENTIAL OUTCOMES FOR A BINARY EXPOSURE
VARIABLE

We let E denote a binary cause of interest (1 ¼ exposed,
0 ¼ unexposed) and Y denote a binary outcome of interest
(1 ¼ outcome occurred, 0 ¼ outcome did not occur). Then,
we let Yei denote the potential outcomes for individual i if,
possibly contrary to fact, there had been interventions to set
E¼ e (7). For each individual i, there would thus be 2 possible
potential outcomes Y1i and Y0i corresponding to what would
have happened to that individual when that person was
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exposed and unexposed, respectively. As a result, individuals
can be classified into 4 (i.e., 22) different response types, as
enumerated in Table 1 (13). We let pj and qj, j ¼ 1–4, be
proportions of response type j in the exposed and unexposed
subcohorts, respectively. In some cases, the effect of the
cause E may be in the same direction for all individuals.
We say that E has a positive monotonic effect on Y if Yei is
nondecreasing in e for all individuals, that is, Y0i � Y1i for "i
(14, 15), which excludes response type 3.

Throughout this article, we will assume that the consistency
assumption is met (16–18), which implies that the observed
outcome for individual i is the potential outcome, as a function
of intervention, when the intervention is set to the observed
exposure.

SUFFICIENT CAUSES

In the sufficient-component cause framework (19), each
sufficient cause for the outcome might require the presence
of E or the presence of �E or may not require either, where we
let �E denote the complement of E in the terminology of events.
We could thus enumerate 3 different types of sufficient causes
for Y along with certain background causes Ak: A1, A2E, and
A3

�E. Here, Ak denotes a set of all components or factors,
other than the presence of E and �E, that may be required for
a particular mechanism to operate. For simplicity, we denote
the presence of these background causes as Ak ¼ 1 and their
absence as Ak ¼ 0. An individual is at risk of, or susceptible
to, sufficient cause k if Ak is present for that person. Note that

Table 1. Correspondence Between Response Types, Risk Status Types, and Sequence Types Under a Binary Exposure and a Binary

Outcomea

Response Types Risk Status Types Sequence Types

Type

Potential
Outcomes

Proportion in
Subcohortsb Type

Background
Factors

Proportion in
Subcohortsb Type

Sequence of
Potential

Completion Time
d1i d0i

Proportion in
Subcohortsb

Y1i Y0i E 5 1 E 5 0 A1 A2 A3 E 5 1 E 5 0 E 5 1 E 5 0

1 1 1 p1 q1 1c 1 1 1 r1 s1 1 d/i < dei < d�ei � ti d/i d/i v1 w1

2 d/i < d�ei < dei � ti d/i d/i v2 w2

3 dei < d/i < d�ei � ti dei d/i v3 w3

4 dei < d�ei < d/i � ti dei d�ei v4 w4

5d d�ei < d/i < dei � ti d/i d�ei v5 w5

6d d�ei < dei < d/i � ti dei d�ei v6 w6

2 1 1 0 r2 s2 7 d/i < dei � ti < d�ei d/i d/i v7 w7

8 dei < d/i � ti < d�ei dei d/i v8 w8

3c 1 0 1 r3 s3 9 d/i < d�ei � ti < dei d/i d/i v9 w9

10d d�ei < d/i � ti < dei d/i d�ei v10 w10

4 1 0 0 r4 s4 11 d/i � ti < dei < d�ei d/i d/i v11 w11

12 d/i � ti < d�ei < dei d/i d/i v12 w12

5c 0 1 1 r5 s5 13 dei < d�ei � ti < d/i dei d�ei v13 w13

14d d�ei < dei � ti < d/i dei d�ei v14 w14

2 1 0 p2 q2 6 0 1 0 r6 s6 15 dei � ti < d/i < d�ei dei d/i v15 w15

16 dei � ti < d�ei < d/i dei d�ei v16 w16

3e 0 1 p3 q3 7c 0 0 1 r7 s7 17d d�ei � ti < d/i < dei d/i d�ei v17 w17

18d d�ei � ti < dei < d/i dei d�ei v18 w18

4 0 0 p4 q4 8 0 0 0 r8 s8 19 ti < d/i < dei < d�ei d/i d/i v19 w19

20 ti < d/i < d�ei < dei d/i d/i v20 w20

21 ti < dei < d/i < d�ei dei d/i v21 w21

22 ti < dei < d�ei < d/i dei d�ei v22 w22

23d ti < d�ei < d/i < dei d/i d�ei v23 w23

24d ti < d�ei < dei < d/i dei d�ei v24 w24

a We consider a binary exposure E and a binary outcome Y. We consider 2 potential outcomes, Yei, for individual i. We consider 3 different types

of sufficient causes for outcome Y along with certain binary background factors, as follows: A1, A2E, and A3
�E . We let d/i, dei, and d�ei denote the

potential completion times of sufficient causes A1, A2E, and A3
�E at which the outcome would occur in individual i, respectively. We also let d1i and

d0i denote the potential outcome occurrence time of individual i when exposed (E ¼ 1) and unexposed (E ¼ 0), respectively. In other words, we

denote d1i ¼ min {d/i, dei} and d0i ¼ min d/i ;d�eig
�

. Further, ti denotes a maximum follow-up time of individual i.
b We let pj and qj, j¼ 1–4, be proportions of response type j in the exposed and unexposed subcohorts, respectively. Similarly, we define rj, sj, vj, andwj.
c Under the assumption of no preventive action, or sufficient-cause positive monotonicity (i.e., A3 ¼ 0 for "i), these risk status types are excluded.
d Under the assumption of no preventive sequence (i.e., d1i � d0i for "i), these sequence types are excluded.
e Under the assumption of (counterfactual) positive monotonicity (i.e., Y0i � Y1i for "i), this response type is excluded.
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EXCESS FRACTIONS

The excess fraction has been broadly defined as the excess caseload due to exposure (20). Several types of excess fractions
can be obtained according to different target populations (1). As we explain below, in this article we propose to distinguish
those fractions for which the numerator is included in the population defined by the denominator, and we consistently use
‘‘proportion’’ to refer to these measures (18). When the numerator and the denominator are distinct quantities, neither is included
in the other: Such measures are not proportions, and thus we call these measures ‘‘caseload.’’

First, we use the total population as a target. Previous studies have defined the excess fraction as an incidence difference
relative to the total incidence under exposure (20, 21). In cohort studies, this measure is equal to an excess risk relative to the
exposed risk (20, 21), which can be described as follows:

where p denotes the probability of exposure in the total population, p ¼ P[E ¼ 1]. As equation 1 shows, the numerator is not
included in the denominator, and this measure ranges from �N to 1. This measure is therefore not a proportion. In this paper, we
call this measure an excess caseload (population), which can be interpreted as an incidence difference (either reduction or
increment) when the population was entirely unexposed relative to the incidence when the population was entirely exposed. This
is a very general form of excess caseload, and we can describe the excess caseload (exposed), which is defined as an incidence
difference when the exposed was unexposed relative to the incidence among the exposed (2). This can be described as follows:

P½Y1 ¼ 1� � P½Y0 ¼ 1�
P½Y1 ¼ 1� ¼

P
e
P½Y1 ¼ 1j E ¼ e�P½E ¼ e� �

P
e
P½Y0 ¼ 1j E ¼ e�P½E ¼ e�

P
e
P½Y1 ¼ 1j E ¼ e�P½E ¼ e�

¼ fpðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þg � fpðp1 þ p3Þ þ ð1 � pÞðq1 þ q3Þg
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þ

¼ pðp2 � p3Þ þ ð1 � pÞðq2 � q3Þ
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þ

; ð1Þ

P½Y1 ¼ 1 j E ¼ 1� � P½Y0 ¼ 1 j E ¼ 1�
P½Y1 ¼ 1j E ¼ 1� ¼ ðp1 þ p2Þ � ðp1 þ p3Þ

p1 þ p2
¼ p2 � p3

p1 þ p2

¼ P½ �A1A2
�A3 j E ¼ 1� � P½ �A1

�A2A3 j E ¼ 1�
P½A1 [ A2j E ¼ 1�

¼ r6 � r7

r1 þ r2 þ r3 þ r4 þ r5 þ r6
: ð2Þ

an individual is of one and only one response type in the
potential-outcome framework, whereas an individual may be
at risk of none, one, or several sufficient causes. Indeed, we
can enumerate 8 (i.e., 23) patterns of possible risk status for
sufficient causes (Table 1). We let rj and sj, j ¼ 1–8, be pro-
portions of risk status type j in the exposed and unexposed
subcohorts, respectively. Let �A1 denote the complement of
A1 (i.e., not A1), let �A2 denote the complement of A2, etc. In
some cases, we may assume that �E never acts in a sufficient
cause for all individuals—that is, A3 is present for no in-
dividuals (i.e., A3 ¼ 0 for "i). This assumption is called no
preventive action (15), or sufficient-cause positive monoto-
nicity (9) in the sufficient-component cause framework, which
excludes risk status types 1, 3, 5, and 7.

In this paper, we further classify these 8 types of risk status
to clarify the sequence of the potential completion time of each
sufficient cause. We let d/i, dei, and d�ei denote the potential
completion times of sufficient causes A1, A2E, and A3

�E at
which the outcome would occur in individual i, respectively.
We also let d1i and d0i denote the potential outcome occur-
rence time of individual i when exposed (E ¼ 1) and un-
exposed (E ¼ 0), respectively. In other words, we denote
d1i ¼ min d/i; deig

�
and d0i ¼ min d/i; d�eig

�
. Further, ti de-

notes a maximum follow-up time of individual i. We assume
that each potential completion time is different. (If 2 suffi-
cient causes share a component and the shared component is
their last acquired component, they are completed simulta-
neously. This phenomenon is called ‘‘overdetermination’’ as
a result of the dependent mechanism (10).) Furthermore, we
let d1i ¼ N if the outcome would never occur for individual
i set E ¼ 1, and similarly define d0i ¼ N. We can thus
enumerate 24 (i.e., 4!) sequence types (Table 1). We let vj
and wj, j ¼ 1–24, be proportions of sequence type j in the
exposed and unexposed subcohorts, respectively. In some
cases, we may assume that d1i is always less than or equal
to d0i for all individuals, that is, d1i � d0i for "i (2). We call
this assumption no preventive sequence, which excludes se-
quence types 5, 6, 10, 14, 17, 18, 23, and 24. Note that the
assumption of no preventive sequence is neither a necessary
condition nor a sufficient condition for the assumption of no
preventive action, and vice versa. On the other hand, both no
preventive sequence and no preventive action imply positive
monotonicity.

Note that we will not be using the sequence types for
discussion of excess fractions or attributable fractions, but
we will make use of them for etiologic fractions.
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This measure can be obtained by substituting 1 for p in the excess caseload (population). Likewise, we can obtain the excess
caseload (unexposed) by substituting 0 for p.

To calculate the excess risk as a ‘‘proportion’’ of the total risk under exposure, the numerator should be included in the population
defined by the denominator. Algebraically, this means that we need to subtract the joint probability of Y1 ¼ 1 and Y0 ¼ 1 from
the marginal probability of Y1 ¼ 1 in the numerator. Therefore, the excess proportion (population) can be defined as follows:

This measure can be interpreted as a proportion of cases that would not have occurred when the population was entirely
unexposed, relative to cases when the population was entirely exposed. This is a general form of excess proportion, and we can
calculate the excess proportion (exposed), which is the proportion of cases among the exposed that would not have occurred
when the exposed were entirely unexposed (1, 4), as follows:

This measure can be obtained by substituting 1 for p in the excess proportion (population). Similarly, we can obtain the excess
proportion (unexposed) by substituting 0 for p.

Notably, when we calculate the excess caseload and the excess proportion, we exclusively use the counterfactual risk when
exposed and the counterfactual risk when unexposed. In other words, these measures express counterfactual contrasts, or
causal contrasts (22).

ATTRIBUTABLE FRACTIONS

Often, epidemiologists would also be interested in the reduction in incidence that would be achieved if the population had
been entirely unexposed, compared with its ‘‘current’’ exposure pattern, which has sometimes been defined as the attributable
fraction (population) (9, 18, 20, 21). Note that this compares the observed risk with the counterfactual risk. Although this
measure is closely related to the excess fraction (population), there are subtle differences between these measures. Indeed, as
we explain below, when the exposed are used as a target population, both excess fractions and attributable fractions yield
exactly the same results if the consistency assumption is met (16–18). In this paper, we propose to distinguish attributable
caseload (population) from attributable proportion (population) in a similar manner. Algebraically, the attributable caseload
(population) can be obtained by replacing P[Y1 ¼ 1] with P[Y ¼ 1] in the excess caseload (population) of equation 1, as follows:

P½Y1 ¼ 1� � P½Y1 ¼ 1; Y0 ¼ 1�
P½Y1 ¼ 1� ¼

P
e
P½Y1 ¼ 1j E ¼ e�P½E ¼ e� �

P
e
P½Y1 ¼ 1; Y0 ¼ 1j E ¼ e�P½E ¼ e�

P
e
P½Y1 ¼ 1j E ¼ e�P½E ¼ e�

¼ fpðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þg � fpp1 þ ð1 � pÞq1g
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þ

¼ pp2 þ ð1 � pÞq2

pðp1 þ p2Þ þ ð1 � pÞðq1 þ q2Þ
: ð3Þ

P½Y1 ¼ 1 j E ¼ 1� � P½Y1 ¼ 1; Y0 ¼ 1 j E ¼ 1�
P½Y1 ¼ 1j E ¼ 1� ¼ ðp1 þ p2Þ � p1

p1 þ p2
¼ p2

p1 þ p2

¼ P½ �A1A2
�A3 j E ¼ 1�

P½A1 [ A2j E ¼ 1�
¼ r6

r1 þ r2 þ r3 þ r4 þ r5 þ r6
: ð4Þ

P½Y ¼ 1� � P½Y0 ¼ 1�
P½Y ¼ 1� ¼

P
e
P½Y ¼ 1j E ¼ e�P½E ¼ e� �

P
e
P½Y0 ¼ 1j E ¼ e�P½E ¼ e�

P
e
P½Y ¼ 1j E ¼ e�P½E ¼ e�

¼ fpðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þg � fpðp1 þ p3Þ þ ð1 � pÞðq1 þ q3Þg
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ

¼ pðp2 � p3Þ
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ

: ð5Þ
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This measure can be interpreted as a reduction/increment of observed total cases when the population was entirely unexposed.
Notably, the numerator is not included in the denominator, and this measure ranges from �N to 1. In most cases, the
attributable caseload (population) might be one of the most useful measures in public health if an intervention (e.g., vehicle
emission control) were implemented to make everyone in the population unexposed.

If we are rather interested in a proportion of observed cases in the total population that would not have occurred when the
population was entirely unexposed, we need the following formula:

The numerator is included in the population in the denominator, and we exclusively use attributable proportion (population),
referring to the measure in equation 6. We can obtain the attributable caseload (exposed) and attributable proportion (exposed)
by substituting 1 for p in equations 5 and 6, respectively. The practicing clinician would be mainly interested in the attributable
caseload (exposed). For example, when a physician advises a patient to stop smoking, he or she is in effect telling the (currently
exposed) patient that smoking cessation will reduce (and sometimes increase) the risk of all-cause mortality. When the
consistency assumption is met (16–18), the attributable caseload (exposed) yields the same result as the excess caseload
(exposed). Likewise, the attributable proportion (exposed) yields the same result as the excess proportion (exposed). We can
also obtain the attributable caseload (unexposed) and attributable proportion (unexposed) by substituting 0 for p in equations 5
and 6, respectively. Both of them are, by definition, 0; because there are no exposed people, a program to eliminate the
exposure would have no effect.

Table 2 summarizes the algebraic definitions of excess fractions and attributable fractions. Notably, when we can assume the
positive monotonic effect of E, response type 3 is excluded (i.e., p3 ¼ q3 ¼ 0 and r7 ¼ s7 ¼ 0). Then the excess caseloads are
equivalent to the excess proportions, and the attributable caseloads are equivalent to the attributable proportions. This might
have caused some confusion in how researchers should define excess fractions and attributable fractions. Table 2 also shows
how researchers can calculate each measure when exchangeability (i.e., Ye

‘
E for all values e) is met (13, 23). Neither excess

proportions nor attributable proportions are estimable; if excess caseloads and attributable caseloads yield positive values, they
give lower bounds of excess proportions and attributable proportions, respectively. Calculations of their upper bounds are
shown in the Web Appendix, which is posted on the Journal’s Web site (http://aje.oxfordjournals.org/). Under the assumption
of positive monotonicity, however, excess proportions and attributable proportions are equivalent to excess caseloads and
attributable caseloads, respectively, both of which are estimable.

ETIOLOGIC FRACTIONS

The etiologic fraction has been broadly defined as the fraction of cases that were ‘‘caused’’ by exposure (1–5, 18, 20, 24, 25).
Careful consideration of the 24 sequence types can clarify the 2 alternative definitions of etiologic fractions, and these do not
coincide except under the assumption of no preventive sequence.

Some researchers may define ‘‘etiology’’ by taking the time of disease occurrence into consideration; that is, exposure is
a contributing factor only if a sufficient cause that contains exposure as a component (A2E) is ‘‘counterfactually’’ the first
sufficient cause to be completed for disease to occur. (Note that some literature has discussed the timing of disease occurrence
(1–6).) Thus, with regard to the exposed individuals who become at risk of sufficient causes 1 (A1), 2 (A2E), and 3 (A3

�E) during
the follow-up period, they define that exposure played an etiologic role in the outcome only if the completion of sufficient
cause 2 precedes the counterfactual completion time of both sufficient cause 1 and sufficient cause 3. In this paper, we call this
definition ‘‘accelerating etiology.’’ When we are interested in the proportion of accelerating etiologic cases to all of the
observed cases (18), we need to obtain the accelerating etiologic proportion (population), which is defined as follows:

P½fde � tg; fde < d0g j E ¼ 1�P½E ¼ 1�
P½Y ¼ 1� ¼

P½
�
de � t

�
;
�
de < d/

�
;
�
de < d�e

�
j E ¼ 1�P½E ¼ 1�P

e
P½Y ¼ 1j E ¼ e�P½E ¼ e�

¼ pðv3 þ v4 þ v8 þ v13 þ v15 þ v16Þ
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ

: ð7Þ

P½Y ¼ 1� � P½Y ¼ 1; Y0 ¼ 1�
P½Y ¼ 1� ¼

P
e
P½Y ¼ 1j E ¼ e�P½E ¼ e� �

P
e
P½Y ¼ 1; Y0 ¼ 1j E ¼ e�P½E ¼ e�

P
e
P½Y ¼ 1j E ¼ e�P½E ¼ e�

¼ fpðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þg � fpp1 þ ð1 � pÞðq1 þ q3Þg
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ

¼ pp2

pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ
: ð6Þ
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Table 2. Excess Fractions, Attributable Fractions, and Etiologic Fractions Under a Binary Exposure and a Binary Outcomea

Algebraic Definition Description in Terms of Proportion Calculationb

Excess fractions (population)

Excess caseload (population) P ½Y1¼1��P ½Y0¼1�
P ½Y1¼1�

pðp2�p3Þþð1�pÞðq2�q3Þ
pðp1þp2Þþð1�pÞðq1þq2Þ

P ½Y¼1jE¼1��P ½Y¼1jE¼0�
P ½Y¼1jE¼1�

Excess proportion (population) P ½Y1¼1��P ½Y1¼1; Y0¼1�
P ½Y1¼1�

pp2þð1�pÞq2
pðp1þp2Þþð1�pÞðq1þq2Þ

Not availablec

Excess fractions (exposed)d

Excess caseload (exposed) P ½Y1¼1jE¼1��P ½Y0¼1jE¼1�
P ½Y1¼1jE¼1�

p2�p3
p1þp2

¼ r6�r7
r1þr2þr3þr4þr5þr6

P ½Y¼1jE¼1��P ½Y¼1jE¼0�
P ½Y¼1jE¼1�

Excess proportion (exposed) P ½Y1¼1jE¼1��P ½Y1¼1;Y0¼1jE¼1�
P ½Y1¼1jE¼1�

p2
p1þp2

¼ r6
r1þr2þr3þr4þr5þr6

Not availablec

Attributable fractions (population)

Attributable caseload (population) P ½Y¼1��P ½Y0¼1�
P ½Y¼1�

pðp2�p3Þ
pðp1þp2Þþð1�pÞðq1þq3Þ

P ½Y¼1��P ½Y¼1jE¼0�
P ½Y¼1�

Attributable proportion (population)e P ½Y¼1��P ½Y¼1; Y0¼1�
P ½Y¼1�

pp2
pðp1þp2Þþð1�pÞðq1þq3Þ

Not availablef

Attributable fractions (exposed)g

Attributable caseload (exposed) P ½Y¼1jE¼1��P ½Y0¼1jE¼1�
P ½Y¼1jE¼1�

p2�p3
p1þp2

¼ r6�r7
r1þr2þr3þr4þr5þr6

P ½Y¼1jE¼1��P ½Y¼1jE¼0�
P ½Y¼1jE¼1�

Attributable proportion (exposed)e P ½Y¼1jE¼1��P ½Y¼1;Y0¼1jE¼1�
P ½Y¼1jE¼1�

p2
p1þp2

¼ r6
r1þr2þr3þr4þr5þr6

Not availablec

Etiologic fractions (population)

Accelerating etiologic proportion (population) P ½fde�tg; fde<d0gjE¼1�P ½E¼1�
P ½Y¼1�

pðv3þv4þv8þv13þv15þv16Þ
pðp1þp2Þþð1�pÞðq1þq3Þ

Not availableh

Total etiologic proportion (population) P ½fde�tg; fde<d/gjE¼1�P ½E¼1�
P ½Y¼1�

pðv3þv4þv6þv8þv13þv14þv15þv16Þ
pðp1þp2Þþð1�pÞðq1þq3Þ

Not availableh

Etiologic fractions (exposed)

Accelerating etiologic proportion (exposed) P ½fde�tg; fde<d0gjE¼1�
P ½Y¼1jE¼1�

v3þv4þv8þv13þv15þv16
p1þp2

Not availablei

Total etiologic proportion (exposed) P ½fde�tg; fde<d/gjE¼1�
P ½Y¼1jE¼1�

v3þv4þv6þv8þv13þv14þv15þv16
p1þp2

Not availablei

a We let p denote the probability of exposure in the total population. For the definition of other notations, see Table 1.

b We show how to calculate each measure when both consistency and exchangeability are met.

c An upper bound is given as min
n
1; P ½Y¼0jE¼0�

P ½Y¼1jE¼1�

o
, whereas a lower bound is given as max

n
0; P ½Y¼1jE¼1��P ½Y¼1jE¼0�

P ½Y¼1jE¼1�

o
.

d The excess fractions (exposed) can be obtained by substituting 1 for p of the excess fractions (population). Similarly, the excess fractions (unexposed) can be obtained by substituting 0 for

p of the excess fractions (population).

e The attributable proportion (population) constitutes a lower bound of the accelerating etiologic proportion (population) as well as the total etiologic proportion (population). Similarly, the

attributable proportion (exposed) (or, the excess proportion (exposed)) constitutes a lower bound of the accelerating etiologic proportion (exposed) as well as the total etiologic proportion

(exposed).

f An upper bound is given as min
n
P ½E ¼ 1 jY ¼ 1�; P ½Y¼0jE¼0�P ½E¼1�

P ½Y¼1�

o
; whereas a lower bound is given as max

n
0; P ½Y¼1��P ½Y¼1jE¼0�

P ½Y¼1�

o
:

g The attributable fractions (exposed) can be obtained by substituting 1 for p of the attributable fractions (population). Similarly, the attributable fractions (unexposed) can be obtained by

substituting 0 for p of the excess fractions (population). Under the consistency assumption, the attributable caseload (exposed) and the attributable proportion (exposed) are equivalent to the

excess caseload (exposed) and the excess proportion (exposed), respectively.

h A trivial upper bound is 1, whereas a lower bound is given as max
n
0; P ½Y¼1��P ½Y¼1jE¼0�

P ½Y¼1�

o
:

i A trivial upper bound is 1, whereas a lower bound is given as max
n
0; P ½Y¼1jE¼1��P ½Y¼1jE¼0�

P ½Y¼1jE¼1�

o
:
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The accelerating etiologic cases are, at maximum, made up of the 6 sequence types (types 3, 4, 8, 13, 15, and 16), all of which
contain individuals with dei being less than d/i and d�ei. In other words, the accelerating etiologic proportion refers to the proportion
of the diseased for whom the exposure ‘‘sped up’’ the time at which the outcome occurred. Although this measure cannot be
inferred from epidemiologic data, a lower bound can be given by the attributable caseload (population) if it yields a positive value.

When we are interested in the proportion of accelerating etiologic cases to the observed exposed cases (2), we need to obtain
the accelerating etiologic proportion (exposed), which is defined as follows:

Note that this can also be obtained by substituting 1 for p in the accelerating etiologic proportion (population). An
upper bound of accelerating etiologic proportion (exposed) can be described in terms of the prevalence of background
factors of sufficient causes as

whereas its lower bound can be described as

Note that the lower bound is equal to the excess proportion (exposed) and the attributable proportion (exposed) (1–3, 5, 6, 20),
both of which are identified from the data under the assumption of positive monotonicity.

By contrast, some may find it reasonable to define that the exposure caused disease if a sufficient cause that contains
exposure as a component is actually the first sufficient cause to be completed (8, 10, 18, 20). We call this definition ‘‘total
etiology.’’ Note that, compared with the definition of accelerating etiology, this is a slightly broad definition and includes 2
more sequence types (types 6 and 14), in which dei is longer than d�ei. These 2 sequence types constitute ‘‘nonaccelerating
etiology,’’ and the total number of etiologic cases is comprised of the accelerating etiologic cases and the nonaccelerating
etiologic cases. In other words, the total etiologic proportion is described as the proportion of the diseased for whom the
exposure is the ‘‘actual cause of the outcome,’’ and the total etiologic proportion (population) is defined as follows:

Again, this measure cannot be inferred from epidemiologic data, and the attributable caseload (population) constitutes a lower
bound if it yields a positive value.

Similarly, when we are interested in the fraction of total etiologic cases of the observed exposed cases, we need to obtain the
total etiologic proportion (exposed), which is defined as follows:

P½ �A1A2
�A3 j E ¼ 1�

P½A1 [ A2j E ¼ 1� ¼
r6

r1 þ r2 þ r3 þ r4 þ r5 þ r6
¼ p2

p1 þ p2
:

P½
�
de � t

�
;
�
de < d/

�
j E ¼ 1�

P½Y ¼ 1j E ¼ 1� ¼ v3 þ v4 þ v6 þ v8 þ v13 þ v14 þ v15 þ v16P16
k¼1 vk

¼ v3 þ v4 þ v6 þ v8 þ v13 þ v14 þ v15 þ v16

p1 þ p2
: ð10Þ

P½A2 j E ¼ 1�
P½A1 [ A2j E ¼ 1� ¼

r1 þ r2 þ r5 þ r6

r1 þ r2 þ r3 þ r4 þ r5 þ r6
¼ r1 þ r2 þ r5 þ p2

p1 þ p2
;

P½fde � tg; fde < d0g j E ¼ 1�
P½Y ¼ 1j E ¼ 1� ¼

P½
�
de � t

�
;
�
de < d/

�
;
�
de < d�e

�
j E ¼ 1�

P½Y ¼ 1j E ¼ 1�

¼ v3 þ v4 þ v8 þ v13 þ v15 þ v16P16
k¼1 vk

¼ v3 þ v4 þ v8 þ v13 þ v15 þ v16

p1 þ p2
: ð8Þ

P½fde � t
�
;
�
de < d/

�
j E ¼ 1�P½E ¼ 1�

P½Y ¼ 1� ¼
P½fde � t

�
;
�
de < d/

�
j E ¼ 1�P½E ¼ 1�P

e
P½Y ¼ 1j E ¼ e�P½E ¼ e�

¼ pðv3 þ v4 þ v6 þ v8 þ v13 þ v14 þ v15 þ v16Þ
pðp1 þ p2Þ þ ð1 � pÞðq1 þ q3Þ

: ð9Þ
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This can be obtained by substituting 1 for p in the total etiologic proportion (population). An upper bound of total etiologic
proportion (exposed) can be described in terms of the prevalence of background factors of sufficient causes as

whereas its lower bound can be described as

Note that the lower bound is subtly larger than that of ac-
celerating etiologic proportion (exposed). When we make
an assumption of no preventive sequence, sequence types 6
and 14 are excluded. Thus, both the accelerating etiologic
proportion and the total etiologic proportion yield the same
result. Although the differences between these 2 concepts
might be subtle, they are related to a very fundamental
issue of causal inference—that is, how researchers define
etiology—so it would be significant to clarify which mea-
sures are used on each occasion.

The above discussion clearly shows that either accelerating
etiologic proportions or total etiologic proportions can fur-
ther exceed attributable proportions. Indeed, etiologic fractions
can be 1, or 100%, even though attributable proportions
may be very small (1, 4, 6, 20); for example, the accelerat-
ing etiologic proportion (exposed) can be 1, even though the
attributable proportion (exposed) may be very small when
the completion time of sufficient cause 2 (dei) always precedes
the completion times of sufficient causes 1 and 3 (d/i and d�ei,
respectively). Unfortunately, this condition is not testable
with epidemiologic data and rarely has any supporting ev-
idence or genuine plausibility (1, 4, 20). On the other hand,
both the attributable proportion (exposed) and the accele-
rating etiologic proportion (exposed) are equal to 0 when the
completion time of either sufficient cause 1 or sufficient
cause 3 (d/i and d�ei, respectively) precedes that of sufficient
cause 2 (dei). Again, this condition is not testable with epi-
demiologic data (1, 4, 20). Table 2 summarizes the relation
between excess fractions, attributable fractions, and etiologic
fractions by showing their algebraic definitions. All of the
above measures could also be considered conditional on
strata of covariates C ¼ c.

Finally, it is worthwhile to mention the relation between
etiologic fraction and susceptible proportion. Khoury et al.
(26) defined the susceptible proportion as the proportion of
(exposed) persons who have all other components of a suffi-
cient cause in which the exposure is a component. Although
they apparently omitted response type 3 from their discus-
sion (26), the susceptible proportion can be simply described
as a numerator of the upper bound of the (either acceler-
ating or total) etiologic proportion (exposed) in terms of
the prevalence of background factors of sufficient causes
(i.e., r1 þ r2 þ r5 þ r6). Thus, as Greenland and Robins
previously noted (1), the class of the susceptible includes
but is potentially larger than the class of (either accelerat-
ing or total) etiologic cases. Khoury et al. (26) demonstrated

that the maximum and minimum estimates of suscepti-
ble proportion can be written as P[Y ¼ 1jE ¼ 1] (i.e., p1 þ
p2 ¼ r1 þ r2 þ r3 þ r4 þ r5 þ r6) and {P[Y ¼ 1jE ¼ 1]} �
P[Y0 ¼ 1jE ¼ 1]} (i.e., {(p1 þ p2) � (p1 þ p3)} ¼ p2 �
p3 ¼ r6 � r7), respectively. However, this study clearly
shows that its minimum estimate should be described as
max{0, (p2 � p3)}.

DISCUSSION

We have clarified the conceptual relations between excess
fractions, attributable fractions, and etiologic fractions in
detail by explicating the correspondence between the potential-
outcome model and the sufficient-cause model. As the duality
between these 2 models shows, the different approaches of
causality provide complementary perspectives and can be
employed together to improve causal interpretations (27–29),
including the issues of mediation and mechanism (30–33).
Further, we have enumerated the correspondence between
these 2 models by taking into account the potential comple-
tion time of each sufficient cause. The enumeration of the
24 sequence types indeed contributes to further insight to
clarify the 2 types of etiologic fraction—that is, accelerating
etiologic proportion and total etiologic proportion. Although
we cannot show the distinction between these 2 measures in
epidemiologic data, this issue is closely related to the defini-
tion of causality. The practical limitations of these measures,
partly arising from the restriction to a binary cause and the
assumptions of no competing risks or no unmeasured con-
founders, should be addressed in future studies. (For related
issues, see Greenland (34) and VanderWeele (9).)

In this article, we have highlighted that the validity of
any inference can only benefit from explication and crit-
ical scrutiny of the assumptions used to derive the infer-
ences. Even if it is justified to make assumptions such as
positive monotonicity, no preventive action, and no preventive
sequence, researchers should clearly distinguish these as-
sumptions to apply them to data. Estimation of the public
health burden is indeed useful for researchers as well as
policy-makers and the public, and it has been encouraged
among epidemiologists (21). As we have provided the over-
view, there are a number of measures that quantify the health
burden due to specific risk factors for specific diseases. Thus,
epidemiologists should carefully determine and explain which
measures are used on each occasion.

P½ �A1A2 j E ¼ 1�
P½A1 [ A2j E ¼ 1� ¼

r5 þ r6

r1 þ r2 þ r3 þ r4 þ r5 þ r6
¼ r5 þ p2

p1 þ p2
:

P½A2 j E ¼ 1�
P½A1 [ A2j E ¼ 1� ¼

r1 þ r2 þ r5 þ r6

r1 þ r2 þ r3 þ r4 þ r5 þ r6
¼ r1 þ r2 þ r5 þ p2

p1 þ p2
;
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