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Abstract

Motivation: Large amounts of information generated by genomic technologies are accompanied by statistical and
computational challenges due to redundancy, badly behaved data and noise. Dimensionality reduction (DR) meth-
ods have been developed to mitigate these challenges. However, many approaches are not scalable to large dimen-
sions or result in excessive information loss.

Results: The proposed approach partitions data into subsets of related features and summarizes each into one and
only one new feature, thus defining a surjective mapping. A constraint on information loss determines the size of
the reduced dataset. Simulation studies demonstrate that when multiple related features are associated with a re-
sponse, this approach can substantially increase the number of true associations detected as compared to principal
components analysis, non-negative matrix factorization or no DR. This increase in true discoveries is explained both
by a reduced multiple-testing challenge and a reduction in extraneous noise. In an application to real data collected
from metastatic colorectal cancer tumors, more associations between gene expression features and progression
free survival and response to treatment were detected in the reduced than in the full untransformed dataset.

Availability and implementation: Freely available R package from CRAN, https://cran.r-project.org/package¼partition.

Contact: joshua.millstein@usc.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Advancements in genomic technologies for the measurement of DNA
variation, epigenome, proteome, transcriptome, microbiome, metabo-
lome, etc., have led to decreasing costs and vastly increasing amounts
of information collected from individual tissue samples (Karczewski
and Snyder, 2018). However, in addition to new opportunities, the
ability to capture and store massive amounts of information has
brought new challenges, such as data storage, computational resources,
large amounts of noise or unrelated data and highly dependent or re-
dundant data (Malod-Dognin et al., 2018; Wang et al., 2016).

Algorithms have been developed to reduce the number of fea-
tures in a data preparation step (Biswas et al., 2008; Byrd and Segre,
2015; Kouchaki et al., 2018) without discarding excessive amounts
of relevant information (Wang et al., 2010). For example, feature se-
lection approaches attempt to filter unimportant features, leaving
the selected features untransformed (Chandrashekar and Sahin,

2014; Fisher and Mehta, 2015). Feature extraction strategies trans-
form data, extracting a reduced number of features. An example is
principal components analysis (PCA), where components that cap-
ture a sufficient amount of variance are carried forward for the sub-
sequent analyses. Supervised methods incorporate information from
the disease response to assist in DR. However, if the selection pro-
cess is not accounted for in subsequent analyses, a computationally
burdensome process, it can bias results (Smialowski et al., 2010).
Therefore, here we focus on unsupervised approaches.

A statistical challenge of high dimensional data is the multiple
testing or signal-to-noise ratio problem. Unrelated information
makes detecting associations relating genomic features to clinical
responses, more difficult (Fan et al., 2014). This dynamic affects
both conventional statistical approaches and machine learning.
When testing multiple hypotheses, statistical significance depends
on a P-value threshold, commonly determined by Bonferroni or
Benjamini and Hochberg (BH) corrections, both of which are
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increasingly stringent with the number of features. Even with
approaches such as cross validation, the presence of unrelated fea-
tures decreases the ability to detect relationships of interest (Khalid
et al., 2014). By reducing redundancy and thus dimensionality, it
may be possible to reduce noise (Khalid et al., 2014), and thereby
improve the signal-to-noise ratio.

As described above, the potential benefits of DR include reduced
computational demands, reduced multiple-testing burden, reduced
noise, and better-behaved data. However, few existing methods meet
several important criteria, (i) interpretable mapping between original
and reduced features, (ii) user-specified constraint on information loss
and (iii) scalability to high dimensions. Criterion (ii) insures that strong
associations involving original features will be detectable in reduced fea-
tures given a sufficiently stringent constraint. The proposed method is a
hybrid of feature selection and feature extraction, where some features
are transformed while others are carried forward without modification.

We apply the approach to identify gene expression features asso-
ciated with treatment response in colorectal cancer tumors from
patients treated with first-line chemotherapy plus cetuximab in the
FIRE-3 phase III clinical trial (Heinemann et al., 2014).

2 Materials and methods

DR approaches are typically designed for going from high to low
dimensions, discarding most of the information in the process.
We propose a method, Partition, for reducing dimensionality by a
small or moderate amount, summarizing dependent features into a
smaller number of less dependent features. Below we describe the
general framework and algorithm, we assess performance in simu-
lated data comparing to standard approaches, and then we describe
the application to real data from the FIRE-3 clinical trial.

2.1 Partition framework and algorithm
The framework is a partitioning of input features, where a function
is applied to features within each subset to summarize them into a
single new extracted feature, constrained to satisfy a maximum in-
formation loss criterion. That is, each new feature must capture at a
minimum a specified proportion of information contained in the fea-
ture subset. The mapping between input and reduced features is sur-
jective in that every reduced feature corresponds to one or more
input features and every input feature yields one and only one fea-
ture in the reduced dataset (Fig. 1). The algorithm to find the parti-
tion given the information loss constraint has two objectives, (i)
minimize the number of subsets, and (ii) minimize information loss,
conditional on the minimum number of subsets.

More formally, let Z denote a set of m variables representing fea-
tures with dependencies. A partition, C, groups variables in Z into
subsets, Cq, such that [qCq ¼ Z and Cq \ Cr ¼1; 8 q 6¼ r. We de-
fine a function gð�Þ that accepts as arguments variables in Z corre-
sponding to some subset Cq and yields a single summary variable
Wq, so that g Cq

� �
¼Wq. Here we implement gð�Þ using the arith-

metic mean. We define a second function hð�Þ, that estimates the
proportion of information in Cq captured by Wq, that is,
hðCq;WqÞ ¼ �q, where �q is the estimate of the proportion of infor-
mation captured. We implement hð�Þ with the intraclass correlation
coefficient (ICC), however, there are other options for both gð�Þ and
hð�Þ (Supplementary Data). There is a single parameter, ��, specified
by the investigator that determines the minimum acceptable amount
of information captured for any partition, �q � �� 8 q. Thus, the
DR procedure yields a new dataset W, with k � m features.

This framework yields a surjective mapping between Z and W,
which helps with interpretation, because unlike methods such as
PCA, factor analysis, or NMF, if a feature in W is identified as
related to a response of interest, the exact subset of features in Z
that are implicated is known with no ambiguity. Another important
aspect of this framework is the information loss constraint, ��. This
constraint allows the investigator to let the extent of dependences
among features on a local level guide the extent to which the number
of features is reduced.

We propose an agglomerative nearest neighbor algorithm for
finding C. It is computationally efficient and deterministic, because
it does not require a random process. The steps are:

1. Initialize W: ¼ Z. As the algorithm progresses, each Wj will be

generated from one or more features in Z. We will keep track of

this mapping with a function A(�). Thus initially, AðWjÞ ¼ Zj 8 j.

2. Propose a new partition (subset of features), C0q ¼ Aðargmin

ðdðWj;WlÞðiÞ 8 j 6¼ lÞÞ. The prime symbol in C
0

q indicates that

this is a proposed but not yet accepted partition, the function

d(�) measures dissimilarity between features Wj and Wl and is

defined as 1� r, where r is Pearson’s correlation coefficient.

Initially, dissimilarity is computed for all pairs of features. The

subscript ðiÞ denotes the ith smallest value, where i is initialized

to 1, that is, we begin by considering the two nearest (most simi-

lar) features. The subset of Z that corresponds to the ith nearest

features in W is proposed as a new agglomerated partition.

3. Compute �0q ¼ hðC0q; gðC0qÞÞ. If �0q � �� then Cq ¼ C0q, Wq ¼
gðC0qÞ and i ¼ 1, else i ¼ i þ 1. That is, accept the proposed parti-

tion if the information loss constraint is satisfied.

4. If i � B, return to step 2, else end algorithm. Note that if W has

changed, dissimilarities must be recomputed in order to proceed

with step 2.

The parameter B default is approximately 0.2m. We’ve found
this setting to be adequate under the conditions that we have
explored. We have implemented Partition as the partition R pack-
age, which incorporates Cþþ via the Rcpp package to speed
computation.

2.2 In silico comparison of approaches
In computer simulated data, we compared the performance of
Partition with three other approaches, PCA, non-negative matrix
factorization (NMF) (Brunet et al., 2004) and k-means. For com-
parison purposes the top k principle components were used as the
reduced set, where the reduced dimension, k, was determined by
Partition. k was defined similarly for NMF. However, the k-means
algorithm was applied in an approach related to the Partition con-
cept. k was iteratively decremented from m to find the smallest k,
where gð�Þ � arithmetic mean, hð�Þ � the intraclass correlation co-
efficient (ICC) and C is defined by the k-means solution.

Data were simulated under several scenarios to determine how
DR affects the ability to detect associations between a set of
Gaussian features and a smaller set of dependent Gaussian

Fig. 1. Depiction of a surjective mapping in which elements of the first set map to

one and only one element of the second set. Here the surjective mapping is defined

by a partition that divides the full set of features, Z, into the subsets, Cj. In the pro-

posed framework, features in sets C1 and C3 would be carried forward to the

reduced set without modification, whereas a single new reduced feature would be

generated by summarizing all features in subset C2
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responses. Dependencies among molecular features may indicate a
shared role in a biological process or pathway, as observed in gene
expression modules, groups of coexpressed genes and summarized
as eigengenes (Langfelder and Horvath, 2007). Relationships be-
tween these pathways and sample traits can result in correlations be-
tween the respective eigengenes and the traits (Bailey et al., 2016;
Chen et al., 2016; Peters et al., 2017). We simulate this type of rela-
tion by generating response features as linear combinations of block
correlated Gaussian features with random error. In other simula-
tions, responses are linearly dependent on single Gaussian features
either within or external to block correlated features.

In the first two scenarios, A and B, response associated features
(predictors) were simulated as block diagonal Gaussian variables with
correlations within in a block randomly distributed as U(0.2, 0.6).
For each dataset, 20 such blocks were generated, where block size
was randomly distributed as discrete U(3, 15), scenario A, or U(16,
30), scenario B. A single response feature was generated for each
block as a linear combination with coefficients randomly distributed
as U(0.02, 0.05), plus random error distributed as N(0, 1).
Correlation and effect size ranges were chosen for the dynamic range
of statistical power to detect associations between the predictors and
responses for the approaches assessed. To simulate noise, an addition-
al 20 correlated blocks of predictors were simulated as above but
with block size distributed as discrete U(1, 15). Also, 20 standard
Gaussian variables were included as noise in the set of responses, that
is, 20 additional response variables. 100 replicate datasets were simu-
lated according to the above, with 200 observations in each.

For scenario C, all predictors were statistically independent of
each other, block size equal to one and coefficients were randomly
distributed as U(2.0, 2.5). Noise features were simulated as in scen-
ario A of the main text but with all correlations equal to zero.

Scenario D was similar to A, but response associated predictors
were statistically independent of each other (block size equal to one)
and coefficients were randomly distributed as U(.2, .25).
Correlations among features within noise blocks were distributed as
U(0.2, 0.6), with block size distributed as discrete U(1, 15).

For each simulated dataset described above, we applied the four
DR approaches with a series of 20 increasingly lenient information
loss parameters in order to generate progressively extreme reductions
in dimensionality. We then conducted tests of Pearson’s correlation
coefficients to identify associations between predictors and responses,
accounting for multiple tests with the BH false discovery rate (FDR)
approach. DR approaches were evaluated based on the mean number
of true discoveries across replicate datasets. A true discovery was
defined as a rejected null hypothesis when the coefficient for the asso-
ciation between an input predictor and response was not equal to
zero. To avoid complications resulting from dependent tests, we
counted a maximum of one true discovery for each response feature.
Thus, the maximum number of true discoveries for a given DR ap-
proach applied to a given dataset was equal to the number of truly
associated response features. It should be noted that here, the number
of true discoveries is conceptually related to statistical power, which
is the probability that the null hypothesis will be rejected when the
null hypothesis is in fact false. In these simulations, the null hypoth-
esis is linear independence between a reduced feature and a response,
which was only the case when all corresponding input features were
linearly independent of the response. Consequently, in this setting
more true discoveries implies greater statistical power and vice versa.

2.3 Application to mRNA expression in tumors of

metastatic colorectal cancer patients
Formalin-fixed paraffin embedded (FFPE) tumor tissue was collected
at surgery from 101 patients enrolled in the FOLFIRI þ cetuximab
arm of FIRE-3, an open-label randomized phase III clinical trial
(Heinemann et al., 2014). All patients, aged 18–75, had stage IV colo-
rectal cancer, were KRAS exon 2 wild-type, and had Eastern
Cooperative Oncology Group (ECOG) performance status less than or
equal to 2. Patients were followed an assessed for objective response
(OR), progression-free survival (PFS) and overall survival (OS). FFPE
tumor samples were profiled for the expression of 2548 genes using the

HTG EdgeSeq Oncology Biomarker Panel. Normalization was per-
formed according the Anders and Huber (2010) approach (Anders and
Huber, 2010) implemented in the DESeq R package. Quality control
assessment for removal of low-quality samples was conducted accord-
ing to the approach advocated by HTG, greater than two standard
deviations difference between observed mean of ANT control probes
and the expected mean based on multiple sample types (plasma, serum,
FFPE, Brain RNA, PAXgene, cell lines).

The Partition approach was used to reduce the dimensionality of
the gene expression dataset for a series of five increasingly lenient in-
formation loss constraints. Each dataset was then analyzed to iden-
tify gene expression features associated with patient outcomes. Cox
proportional hazards regression was used for the survival outcomes.
To identify genes differentially expressed with respect to objective
response (OR), defined as complete response (CR) or partial re-
sponse (PR) versus stable disease (SD) or progressive disease (PR), a
quasi-likelihood negative binomial generalized log-linear model
with empirical Bayes quasi-likelihood F-tests (Lund et al., 2012) was
implemented using the edgeR R package. Because this approach is
designed for count data, we recomputed the reduced features from
each partition subset by summing counts rather than using the arith-
metic mean. Multiple testing was accounted for by applying BH
FDR. As a sensitivity analysis, logistic regression was also applied,
treating OR as a binary outcome. Patient characteristics considered
for inclusion as adjustment covariates included age, sex, BMI, liver-
limited metastatic disease, ECOG and BRAF, as well as the first two
PCs of control probes included on the EdgeSeq panel. For each out-
come, a backward stepwise approach with alpha equal to 0.05 was
applied to determine the final set of covariates. The final sets of ad-
justment covariates were (i) the two PCs for OR, (ii) age, BRAF and
the first control PC for PFS and (iii) ECOG for OS.

3 Results

3.1 In silico comparison of approaches
Applying Partition and k-means to large-scale testing settings in
simulated data as described in scenarios A and B resulted in substan-
tial gains (Fig. 2A and B) in the number of true discoveries. These
gains were likely due to a decrease in the multiple-testing burden
and an increase in statistical power of tests under the alternative hy-
pothesis when multiple correlated features are jointly associated
with the response (Supplementary Fig. S1). Also, the gains are not
explained by differences in observed FDR, which was generally well
controlled and similar to results from the untranformed input data-
sets (Supplementary Fig. S4). Further, the number of true discoveries
tended to increase with more extreme reductions in dimensionality.
In contrast, the more conventional approaches, PCA and NMF,
yielded very few discoveries and performed much worse than no DR
under all of these scenarios. It’s important to note that PCA is not
plotted across the full range of reductions in dimension due to the
constraint inherent in the method that the number of PCs cannot be
larger than the smaller of the dimensions of features, m, or of sam-
ples, n. The k-means approach performed the best across the entire
range for scenario A (Fig. 2A). However, when cluster sizes were
increased to U(16, 30) the ICC approach slightly out-performed
k-means over most of the domain (Fig. 2B). When all predictors
were statistically independent of each other, all approaches resulted
in a loss in true discoveries as compared to no DR (Fig. 2C).
However, for Partition and k-means, the loss was roughly propor-
tional to the amount of reduction, implying that even under this
challenging scenario, the risk of a substantial negative impact to
statistical power is small when the proportion of information dis-
carded is small. When responses were solely dependent on single fea-
tures that were independent of other predictors (scenario D) but
blocks of dependent predictors were present, both k-means and par-
tition out-performed no DR when the reduction was not overly ex-
treme (Fig. 2D), suggesting that gains in true discoveries can be
achieved solely by alleviating the multiple testing burden. Partition
substantially out-performed k-means under this scenario. When
responses were dependent on single feature effects within correlated
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blocks, results were similar to scenario C but here the drop-off in
discoveries with reduction was more gradual and Partition per-
formed similarly to k-means (Supplementary Fig. S3).

Performance of Partition was also strong when other functions
were used for gð�Þ and hð�Þ, such as the first principal component,
gð�Þ, variance explained by the first principal component, hð�Þ, min-
imum r-squared, hð�Þ and the standardized mutual information (Butte
and Kohane, 2000), gð�Þ, (Supplementary Figs S2 and S3). There are
multiple aspects of performance that affect scalability and distinguish
Partition from other approaches. The inability of PCA and NMF to
identify meaningful numbers of true discoveries under these condi-
tions limits their relevance when considering scalability, however, the
k-means approach did perform competitively. When we assessed
computational time of k-means versus Partition in the context of
dimensionality reduction for predictors simulated in scenario A, we
found that Partition far out-performed k-means both in terms of com-
putation time and increase in time with increased numbers of input
features (Supplementary Fig. S5). Also, the relation between dimen-
sionality and computation time was much more stable for Partition
than k-means. Just as concerning, the relation between the number of
input features and the proportion of dimensionality reduction was
not stable but decreased inversely with the number of input features
(Supplementary Fig. S6). The implication is that the larger the dimen-
sionality of the input dataset, the harder it is for k-means to satisfy
the information loss constraint for all subsets. In contrast, with
Partition there was no apparent dependency between the number of
input features and proportion of dimensionality reduction, which was
relatively stable regardless of the dimensionality of the input dataset.

3.2 Application to mRNA expression in tumors

metastatic colorectal cancer patients
Extensive dependencies were observed among gene expression fea-
tures in the heatmap and dendrogram (Supplementary Fig. S7), but

the high density of lines causes display problems and limits scalabil-
ity. The Partition approach leads to an easily interpretable graph, a
consolidation plot, displaying the frequencies of size classes of parti-
tions for a series of increasingly stringent information loss con-
straints (Fig. 3). The consolidation plot is informative at any scale.
Depicted on the left of Figure 3, small partitions of features are sum-
marized into reduced features while retaining at least 80% variance
in the data (a maximum of 20 percent information loss). Moving
right, as the information loss constraint becomes more permissive,
partitions tend to include larger numbers of features and conse-
quently, the number of features, k, in the reduced dataset decreases.
By randomly permuting all gene expression features with respect to
each other, we determined that if there were complete independence
between features, consolidation would not happen unless the infor-
mation loss constraint was relaxed to approximately 50% or more.
The contrast between complete independence and the observed re-
duction, which has approximately 100 consolidated features with a
maximum information loss of only 20%, indicates pervasive
dependencies among gene expression features.

For association analysis, DR was conducted using Partition with
5 information loss constraints, the proportion of variance captured
set to 40, 50, 60, 70, 80% and no DR (100%). The reductions from
the original 2548 features yielded new datasets with 558, 943,
1359, 1834 and 2295 features, respectively. Discoveries were identi-
fied at four FDR levels, 0.05, 0.10, 0.15 and 0.20.

No discoveries were made at any of the specified FDR levels for
the OS outcome. The analysis of PFS yielded one discovery at the
0.05 level for reduced datasets 949, 1359 and 1834, but not the full
or 558 (Fig. 4). The feature identified at the conventional 0.05 level
was a single gene, SORBS1 (Supplementary Table S1), not a consoli-
dated feature, implying that in this case low power due to multiple
testing explains why it was not identified by the analysis of the full
dataset. At the 0.10 FDR level, only the reduced datasets 949 and
1359 resulted in two discoveries, yielding the additional gene,
SLCO1B1. The reduced datasets also generated more discoveries at
the higher FDR levels of 0.15 and 0.20.

Analysis of the 1355 dataset yielded six genes differentially
expressed (DE) for OR at the 0.05 FDR level, the largest number of
discoveries at the conventional 0.05 threshold (Fig. 5). In contrast,
analysis of the full dataset, yielded four genes. Analysis of the 1355
dataset identified the most DE genes at all four FDR levels, and in
fact as many or more DE genes were identified by the reduced data-
sets as compared to the full dataset, at all FDR levels. Unlike the PFS
results, extracted gene expression features summarized from multiple

Fig. 3. Consolidation plot. k indicates the number of features in the reduced dataset

and the frequencies of size classes by shade, of partitions for a series of increasingly

stringent information loss constraints, lower x-axis. Shade indicates the size range

of partition subsets. The upper x-axis shows the total loss of information from re-

duction, summing over partition subsets. The grey arrow indicates the minimum in-

formation loss constraint required for input features to be consolidated into reduced

features. Note that total information loss is always less than the constraint, which is

the maximum information lost to any partition subset

A B

C D

Fig. 2. Frequency of true discoveries, defined by associations between predictors and

response, identified by DR approaches. Datasets were analyzed after applying a ser-

ies of increasingly permissive information loss constraints, leading to increased di-

mension reduction, x-axis. Arrows indicate the number of true discoveries detected

with the untransformed input data. (A) Block correlated Gaussian predictors with

block sizes 3–15. Responses were dependent on linear combinations of the block

correlated predictors. Block correlated noise features were simulated in block sizes

1–15. (B) Block correlated predictors as in A but block sizes were 16–30 rather than

3–15. (C) All predictors were statistically independent of each other, block size

equal to one. (D) Block correlated predictors as in A but responses were dependent

on other independent single Gaussian features
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original feature were identified as DE for OR (Supplementary
Table S2). Interestingly, these tended to involve single genes identified
in the full dataset, supporting the idea that summarizing these features
does not necessarily reduce power to detect them.

There was suggestive evidence that some genes identified as asso-
ciated with OR are also associated with survival (Supplementary
Table S3). For example, expression of MIA was nominally associ-
ated with both PFS and OS (PFS, HR ¼ 1.43, P¼0.0061; OS, HR ¼
1.43, P¼0.0043) in Cox models after adjusting for covariates as
described in Methods, and KM plots support this supposition
(Supplementary Fig. S6). In the sensitivity analyses, modeling OR as
a binary outcome using logistic regression and adjusting for control
probes, SNCA was the most significant gene (P¼1.61 � 10�4).
SNCA was also suggestively associated with OS in Cox models after
adjusting for covariates, and HR estimates were similar for PFS and

OS (PFS, HR ¼ 1.19, P¼0.16; OS, HR ¼ 1.22, P¼0.091).
Additionally, logrank P-values (unadjusted for covariates) for tests
of differences in expression quintiles were nominally significant for
PFS (P¼0.0008) and suggestive for OS (P¼0.052) (Supplementary
Fig. S8).

4 Discussion

Here we propose Partition, an unsupervised DR method that limits
information loss for every subset of features that is transformed into
a new feature, consequently preserving or increasing under a variety
of conditions the ability to detect true associations between features
in the reduced dataset and external features such as clinical
responses. We show that when associations involved a relatively lim-
ited number of features, this approach far out-performs widely used
methods such as PCA and NMF. Another advantage of Partition is
an unambiguous mapping between features in the full dataset and
those in the reduced dataset, which substantially improves interpret-
ability. In addition, Partition is deterministic, unlike conventional k-
means, thus it is easier to achieve repeatability of analytic results.

The information loss constraint allows the extent of DR to depend
on the magnitude of dependencies among features. The intent is to re-
duce dimensionality as much as possible while limiting loss of infor-
mation for every input feature, according to the risk tolerance of the
investigator. If the information loss constraint is stringent, only very
similar features are consolidated, resulting in a similar number of true
discoveries detected from the reduced versus the full dataset, which
was shown here in simulation results. In contrast, PCA and NMF
exhibited very poor ability to identify true associations under condi-
tions explored here even when the dimensionality of the reduced data-
set was very close to that of the input. Two general scenarios were
identified with substantial gains in the numbers of true discoveries
when Partition was applied, (1) multiple dependent features jointly
associated with a response, and (2) independent features associated
with a response along with block correlated features not associated.
Both scenarios seem likely to occur in multi-omic studies. Scenario 1
corresponds to eigengene or metagene effects, whereas scenario 2 rep-
resents other likely conditions that include groups of dependent fea-
tures independent of other individual features that are associated with
responses. Though use of Pearson’s correlation coefficient and the
ICC in the Partition algorithm suggests that it is best suited for linear
dependencies, when non-linear relationships are suspected, non-linear
techniques such as mutual information and Spearman correlation co-
efficient could be substituted.

Multiple aspects of the Partition method make it scalable to large
numbers of input features in comparison to the other DR
approaches considered. First, we have shown that when only a small
proportion of input features are truly associated with a response,
approaches such as PCA and NMF that transform all input features
into all reduced features tend to fail, whereas Partition performs
well. Second, we demonstrated that our Partition software is much
faster than the k-means approach and computation time increases
more slowly with increasing numbers of input features. Third, com-
putation time was much more stable for Partition than k-means,
which varied substantially from dataset to dataset, even when the
underlying structure and dimensionality were similar. Fourth, given
a certain dependency structure in the input data and a specified in-
formation loss constraint, we would prefer a DR approach that is
does not vary in the proportion of dimensionality reduction as the
number of input features changes. We showed that Partition is very
stable, whereas the k-means approach yields a larger proportion as
the input number increases. The implication is that information loss
is not well constrained across clusters, leading to the risk of some in-
put features not being well represented in the reduced dataset. Fifth,
a priori knowledge regarding dependencies among features, e.g.
CpG DNA methylation or tumor copy number features ordered
along a chromosome, where dependencies decrease with distance,
could enable substantial increases in scalability. This may be
achieved by placing a constraint on subset membership to those fea-
tures residing within a threshold distance known a priori. It is also
may be possible to apply a data-driven approach to divide the

Fig. 4. Frequency of discoveries from the analysis of associations between gene ex-

pression and progression-free survival (PFS) in metastatic colorectal cancer patients

from the FIRE-3 clinical trial using the full dataset, 2548 expression features and 5

reduced datasets generated by applying the Partition method. Discoveries are shown

for a series of four increasingly lenient FDR thresholds

Fig. 5. Results from the differential gene expression analysis using edgeR across two

categories of objective response (OR), complete response or partial response versus

stable disease or progressed disease, in metastatic colorectal cancer patients from

the FIRE-3 clinical trial using the full dataset, 2548 expression features, and 5

reduced datasets generated by applying the Partition method. Discoveries are shown

for a series of four increasingly lenient FDR thresholds
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distance matrix into supersets that could be used to parallelize the
algorithm. We plan to pursue these questions in future research.

Notably, applying Partition resulted in the identification of genes
with previous evidence of a role in colorectal cancer biology or re-
sponse to chemotherapy treatment. For example, SLCO1B1 encodes
for a liver-specific solute carrier responsible for hepatic drug uptake
and is involved in irinotecan active metabolite SN-38 hepatic dispos-
ition in patients treated with FOLFIRI chemotherapy (Nozawa et
al., 2004).

Furthermore, applying Partition for analysis of OR resulted in a
larger number of discoveries in the reduced datasets as compared to
the full dataset, identifying gene expression features summarized
from multiple input features as differentially expressed for OR.
Interestingly, each of these genes (i.e. PIAS2, PLA2G2A, SMAD7,
ANPEP, LRP6) have been reported to play a role in cancer and
were identified in previous reports as associated with colorectal can-
cer risk or prognosis (Cormier et al., 1997; Huang et al., 2016; Sanz
et al., 2015; MacPhee et al., 1995; Rabellino et al., 2017; Yao et al.,
2017). Of note, ANPEP and LRP6 cluster together in our analysis,
as well as PIAS2, PLA2G2A and SMAD7, thus suggesting underly-
ing interconnections between these genes or related pathways which
may warrant further investigation.

Finally, the colorectal cancer findings generated an intriguing re-
search hypothesis involving MIA and SNCA. The former encodes
for a protein that inhibits growth of melanoma cells in vitro as well
as some other neuroectodermal tumors, including gliomas
(Bosserhoff and Buettner, 2002). In contrast, alpha-synuclein
(SNCA) is a protein whose aberrant aggregation in central nervous
system neurons, following pathogenic mutations in the SNCA gene,
leads to Parkinson’s Disease development (Deng et al., 2018). Gene
expression of both genes emerged in our analysis as associated with
treatment outcomes and survival, opening new perspectives on the
role of pathways related to neuronal differentiation and neurodege-
nerative diseases in colorectal cancer, which find a supporting ra-
tionale in evidence in previous literature (Feng et al., 2015; Li et al.,
2015).

In conclusion, Partition provides a powerful and efficient
information-based approach to reduce redundancy in large-scale
datasets, thereby reducing the computational requirements of subse-
quent analyses without introducing bias. It may be possible to learn
the optimal information-based dimensionality reduction in various
contexts even when the extent and strength of dependencies vary
from dataset to dataset. We expect future research to provide guid-
ance on this topic, driven by analyses of data collected from multiple
studies.
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