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Abstract
Human attention is intrinsically dynamic, with focus continuously shifting between elements of the external world and
internal, self-generated thoughts. Communication within and between large-scale brain networks also fluctuates
spontaneously from moment to moment. However, the behavioral relevance of dynamic functional connectivity and possible
link with attentional state shifts is unknown. We used a unique approach to examine whether brain network dynamics reflect
spontaneous fluctuations in moment-to-moment behavioral variability, a sensitive marker of attentional state. Nineteen
healthy adults were instructed to tap their finger every 600 mswhile undergoing fMRI. This novel, but simple, approach allowed
us to isolatemoment-to-momentfluctuations in behavioral variability related to attention, independent of common confounds
in cognitive tasks (e.g., stimulus changes, response inhibition). Spontaneously increasing tap variance (“out-of-the-zone”
attention) was associated with increasing activation in dorsal-attention and salience network regions, whereas decreasing tap
variance (“in-the-zone” attention)wasmarked by increasing activation of defaultmodenetwork (DMN) regions. Independent of
activation, tap variance representing out-of-the-zone attention was also time-locked to connectivity both within DMN and
between DMN and salience network regions. These results provide novel mechanistic data on the understudied neural
dynamics of everyday, moment-to-moment attentional fluctuations, elucidating the behavioral importance of spontaneous,
transient coupling within and between attention-relevant networks.
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Introduction

During normal waking life, human attention is in a constant flux,

waxing and waning between elements of the external world and

internal, self-generated thoughts. Spontaneous fluctuations in

attention and their neural correlates can be tracked by assessing

continuous fluctuations in behavior (Sonuga-Barke and Castella-

nos 2007; Palva and Palva 2012). Recent studies show that

regional “activations” in attention-relevant brain networks ac-
company ongoing changes in intraindividual behavioral variabil-
ity. Specifically, increased default mode network (DMN) activity
tracks lower variability (or “in-the-zone” attention), whereas in-
creased activity within salience and dorsal-attention networks
tracks higher variability (“out-of-the-zone” attention) (Esterman
et al. 2013, 2014). Regional brain activation, however, cannot pro-
vide a full mechanistic account of attentional fluctuations.
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Mounting evidence suggests that interregional communica-
tion must be considered in mechanisms of cognition and behav-
ior (Sporns 2012). Functional connectivity (FC), defined as the
interregional correlation of time series, can be used as a metric
of network coupling (Biswal et al. 1995). While FC is often studied
in the wakeful, resting state, averaging brain activity over several
minutes, recent studies demonstrate that spontaneous FC fluc-
tuations on the order of seconds, referred to as dynamic FC, can
be captured using fMRI (Hutchison, Womelsdorf, Allen, et al.
2013; Calhoun et al. 2014). Dynamic FC patterns occur within
and between all (including attention-relevant) brain networks
(Chang and Glover 2010; Hutchison, Womelsdorf, Gati, et al.
2013) and contain reoccurring patterns of network configuration
(Liu and Duyn 2013; Allen et al. 2014) that are partially con-
strained by structural connectivity (Barttfeld et al. 2015; Shen,
Hutchison, et al. 2015).

However, research on the behavioral significance of transient
changes in spontaneous FC, and particularly the link with atten-
tional fluctuations, remains scant. The overall degree of dynamic
FC variability of DMN areas over several minutes was associated
with fluctuations in an individual’s attention away from the sen-
sory environment (Kucyi et al. 2013; Kucyi and Davis 2014). Dy-
namic FC of DMN, dorsal-attention, and salience network
regions in select 30-s periods during continuous task perform-
ance was related to self-reports of spontaneous attentional
lapses (Mittner et al. 2014). Additionally, spontaneous FC fluctua-
tions of large-scale (including attention-relevant) networkswith-
in the few seconds, or hundreds of milliseconds, preceding
stimulus presentations predicted subsequent performance and
perceptual outcomes (Thompson et al. 2013;Weisz et al. 2014; Sa-
daghiani et al. 2015). However, dynamic FC that continuously
tracks ongoing, spontaneous changes in attentional state re-
mains unstudied. A demonstration that continuous changes in
cognitive state are time-locked to spontaneous FC fluctuations
ismuch needed, as dynamic FC analysiswith fMRI has been chal-
lenged by a lack of validation (Handwerker et al. 2012; Keilholz
et al. 2013).

We thus adopted a novel, but simple, approach to study
ongoing attentional dynamics, in which participants at-
tempted to continuously and consistently (every 600 ms) tap
their finger for a prolonged period. We hypothesized that the
task would allow us to isolate fluctuations in behavioral vari-
ability related to attention, independent of processes that are
present in common cognitive task designs (e.g., related to
stimulus changes, target detection, response inhibition, or
error monitoring). Consistent finger tapping requires sus-
tained attention (Repp 2005; Repp and Su 2013), and increased
attentional load results in increased tapping variability
(Pecenka et al. 2013). We therefore predicted that attention-
related activations of the DMN, dorsal-attention, and salience
networks would track fluctuations in the variability of rhyth-
mic finger tapping.

Crucially, FC between given sets of regions has been shown
to explain significant variance in cognitive states, even when
controlling for activation within those regions (Gonzalez-
Castillo et al. 2015). We thus also expected that over-and-
above activation effects, dynamic connectivity changes within
and between attention-relevant networks would correlate
with continuous fluctuations in attentional state, as indexed
by tapping variability. We also aimed to demonstrate that our
approach was sensitive to attentional rather than sensorimotor
aspects of finger tapping, so we assessed whether activation
and connectivity of sensorimotor regions tracked tapping
variability.

Materials and Methods
Participants

Nineteen healthy, right-handed adults (7 males, 12 females;
mean age ± SD = 24.2 ± 3.2) were included for final analysis.
While 23 subjects participated in the study, 4 were excluded, be-
cause their behavioral data did not meet the standards required
for our analysis, as described below. Participants provided writ-
ten informed consent for procedures approved by the Partners
Human Research Institutional Review Board. Subject exclusion
criteria were current use of psychotropic medications, full scale
IQ <80, a current DSM-IVAxis I mood, psychotic or anxiety dis-
order (excluding simple phobias), any neurological disorder,
any major sensorimotor handicaps, and current alcohol or sub-
stance abuse/dependence or a chronic history of abuse/depend-
ence as defined by review of the Structured Clinical Interview for
DSM-IVAxis I Disorders (SCID) (First et al. 2012).

MRI Acquisition

Functional and structural MRIs were acquired on a Siemens
Tim Trio 3-Tesla scanner. The T2*-weighted fMRI (tapping
task) scan was 8 min 10 s (TR = 3.34 s; TE = 30 ms; flip angle = 90°;
FoV = 200 mm; 60-slice, interleaved acquisition; voxel size: 2.5 ×
2.5 × 2.5 mm). The structural MRI used for coregistration was a
T1-weighted MEMPRAGE sagittal scan (TR = 2.54 s; TE = 1.64/3.5/
5.36/7.22 ms; flip angle = 7°; FoV = 256 mm; 176 slices; voxel size:
1.0 × 1.0 × 1.0 mm).

Tapping Task

Participants were instructed to keep their eyes open and to tap
their right index finger rhythmically for about 8 min (unpaced)
during the fMRI scan. The 8-min tapping duration differs from
most rhythmic tapping studies that involve shorter trials aimed
to minimize attentional fluctuations, but here we aimed to ex-
ploit attentional fluctuations using a longer trial. Tap timing
was recorded from a button box. The target tempo of 600 ms
per tap was indicated by a metronome during the first 10 s of
the run. The metronome beeps were 40 ms sine waves at
450 Hz and were presented over headphones. Stimuli were pre-
sented and responses were recorded using Psychophysics Tool-
box in Matlab (Brainard 1997).

Preprocessing and Analysis of Behavioral Data

The raw time series of intertap intervals (ITIs) was preprocessed
to remove events that were likely related to motor performance
issues (e.g., failed button presses) rather than attentional fluctua-
tions. First, we removed extreme outliers in the global time ser-
ies, defined as ITIs that were more than 50% away from the
median ITI (i.e., lower and upper thresholds of ∼300 and
900 ms, respectively), consistent with previouswork on rhythmic
tapping (Semjen et al. 2000). Next, as a local correction to elimin-
ate taps that were likely to be due to errors such as the subject’s
finger slipping off the button, we removed ITIs that were 30%
greater or lesser than the previous ITI. The mean± SD number of
excluded taps per subject was 15.8 ± 13.9 (1.9 ± 1.7% of total taps).
The mean ± SD number of included taps was 820.2 ± 76.3. Slight
variations from the 30% local correction threshold did not signifi-
cantly impact results. One subject had missing taps for periods
lasting several seconds and was therefore removed from analysis.

The ITI deviance (z value) was calculated for each value in the
preprocessed ITI time series by subtracting the mean then
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dividing by the standard deviation over time. As done previously,
we converted the z values to absolute (positive) values so that
both upward and downward fluctuations away from the mean
would be considered to be variable behavior (Esterman et al.
2013, 2014; Rosenberg et al. 2013). The tap-variance time course
(VTC) was downsampled to the “TR space” of the fMRI data; the
mean of z values within a TR (typically from 5 to 6 taps) was as-
signed to that TR. This downsampled tap-VTC was used in fMRI
analyses (see below). A summary of the conversion from ITI time
course to tap-VTC is shown for a single subject as an example in
Figure 1. In supplementary analyses, we investigated associa-
tions with tap speed, rather than variance, by retaining signed
z values (i.e., no conversion to absolute value) in the ITI deviance
time series before downsampling to TR space (see Supplemen-
tary Results and Fig. 1).

Notably, tap-deviance scores may not capture behavioral
variability if the mean ITI changes over the course of the task.
This could be particularly problematic for participants with lin-
ear, or nonlinear, drifts in mean ITI over time. Therefore, we
used an alternative, confirmatory approach to assess short
time-scale variability that was not dependent on the overall ITI
mean. At each TR of the scan, we calculated the standard devi-
ation of ITIs within a 10-s window surrounding the TR (including
3.33 and 6.67 s from taps preceding and following the TR stamp
time, respectively). We then calculated Pearson’s correlation be-
tween this tap-SD time course with the tap-VTC. Participants
with noticeable drifts in their raw ITI time course showed poor
correlation between tap-SD and tap-VTC. We set a cutoff such
that 3 participants with a correlation of r < 0.2 between these
time courses were excluded from analyses, because their tap-
variance patterns were difficult to estimate and dependent on

themetric used. The cutoff of r < 0.2 allowed us to retain a sample
size similar to that in previous work linking continuous variation
in reaction time with brain activity (Esterman et al. 2013, 2014)
while removing subjects in whomwe could not confidently char-
acterize tap variance over time with our approach. Notably, our
fMRI findings revealed very similar results when using the
tap-SD instead of the tap-VTC time course (data not shown).

fMRI Data Preprocessing and Head Motion Correction

For 18 subjects, the first 3 fMRI volumes, acquired while the
metronome was on, were deleted. For 1 subject, 5 volumes
were deleted, as the subject began tapping behavior approxi-
mately 4 s after metronome offset. Using FSL v5.0.7 (Jenkinson
et al. 2012), brain extraction (BET), realignment of each volume
to the middle volume (MCFLIRT), and spatial smoothing
(6-mm full width at half-maximum kernel) were performed.
We then submitted the data to ICA-AROMA, an automated tool
for motion-artifact removal, shown to improve sensitivity and
specificity of fMRI activation and connectivity analyses (Pruim,
Mennes, Buitelaar, et al. 2015; Pruim, Mennes, van Rooij, et al.
2015). Briefly, this involved running independent components
analysis (ICA, with automatic dimensionality estimation using
MELODIC), identification of motion-relevant components
(based on correlation with realignment parameters, spatial con-
tent in CSF and edge voxels, and high-frequency temporal con-
tent), and regression of the motion-relevant components out of
the data. Finally, a high-pass (0.01 Hz cutoff ) temporal filter was
applied. Functional MRI data were registered to T1 and standard
MNI152 space using linear transformations (FLIRT) with 6 and
12 df, respectively.

A

B

C

D

Figure 1. Single-subject example of fluctuations in tapping behavior. (A) The preprocessed time course of intertap intervals (see Methods). Subjects attempted to tap

continuously at a constant rate, every 600 ms. (B) The tap-VTC, showing the deviation of each intertap interval from the mean of all intertap intervals. (C) The tap-

VTC, downsampled to the space of acquired fMRI volumes (TRs, every 3.34 s). (D) The tap-SD time course, showing the standard deviation of intertap intervals within

a 10 s window surrounding each TR. TR, repetition time.
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To further ensure that brain activity effects related to behav-
ioral variance could not be explained by head motion, we calcu-
lated Pearson’s correlations between the tap-VTC and absolute
values of each of the 6 motion parameters obtained with
MCFLIRTwithin each subject. Therewere no strong or systematic
correlations between any of themotion parameters and tap vari-
ance (mean ± SD r across subjects for each motion parameter,
x: 0.12 ± 0.17, y: 0.07 ± 0.15, z: 0.07 ± 0.18, pitch: 0.06 ± 0.17, roll:
0.08 ± 0.11, yaw: 0.09 ± 0.13). There were also no correlations
across subjects of mean relative frame-wise displacement
with the ITI mean (r=−0.15, P = 0.54), standard deviation (r = 0.06,
P = 0.82), or coefficient of variation (r = 0.14, P = 0.57).

fMRI Activation Analysis

A first-level (single-subject) general linear model (GLM) analysis
was performed in FSL with FILM prewhitening. The tap-VTC,
convolved with a gamma hemodynamic response function,
was entered as a regressor. Resulting single-subject parametric
maps were submitted to second (group-level) GLM in standard
space with 2 contrasts to identify regional activation associated
with 1) increasing tap variance; 2) decreasing tap variance.
Group-level analyses were performed in the FLAME1 + 2 mixed-
effects framework and with whole-brain, voxelwise correction
for multiple comparisons (significance: FWE-corrected Z > 2.3;
cluster-based P < 0.05).

Seed Definition

Given our hypothesized role of the DMN in attentional fluctua-
tions, we sought to relate behavioral variability with dynamic
FC of key DMN nodes. Both the anterior mPFC and PCC/PCu are
considered core/hub regions within the DMN (Andrews-Hanna
et al. 2010), and both of these regions showed significant relation-
shipswith decreasing tap variance in our regional activation ana-
lysis (Fig. 2), consistent with previous work with cognitive tasks
(Esterman et al. 2013, 2014). We therefore defined seed regions
in both the mPFC and PCC/PCu. To create these seeds, and to en-
sure that theywerewithin theDMN,wemultiplied our significant
activation maps of regions tracking decreasing tap variance by a
binary gray matter map of the DMN that was defined independ-
ently in a cohort of 1000 healthy subjects (Yeo et al. 2011). We
then drew 6-mm diameter spheres around peak MNI152

coordinates in the mPFC (xyz = 6, 66, 4) and PCC/PCu (xyz = 10,
−46, 30) from the resulting maps (Fig. 3). The analyses with
these 2 DMN seeds were treated as confirmatory of one another,
rather than independent, since therewas no a priori reason to be-
lieve their dynamic connectivity would be distinguishable from
one another.

Dynamic FC of the right anterior insula (R-aINS; part of the sa-
lience/ventral attention network; Seeley et al. 2007; Yeo et al.
2011) was also of specific interest, because evidence indicates
that this region functions as a “causal outflow hub” that coordi-
nates interactions among attention-relevant brain networks in-
cluding the DMN (Uddin 2015). Additionally, our activation
analysis revealed that the R-aINS was a prominent region show-
ing a significant relationship with increasing tap variance (Fig. 2).
Therefore, we examined the R-aINS as a seed outside the DMN.
To define the R-aINS, we multiplied our significant activation
map of regions tracking increasing tap variance by the insula
region defined anatomicallywithin the Harvard-Oxford probabil-
istic atlas (thresholded at 50% and binarized). We then drew a
6-mm diameter sphere around peak MNI152 coordinates in the
R-aINS (xyz = 40, 8, 0) from the resulting map (Fig. 3). Confirming
correct network affiliation of the R-aINS seed, these coordinates
overlapped with the previously defined salience/ventral atten-
tion network (Yeo et al. 2011).

We ran an additional control analysis with a seed within the
sensorimotor network. A lack of relationship between sensori-
motor FC and tapping variability would indicate some specificity
of our findings to attentional networks. We particularly chose a
region within the left sensorimotor cortex, in the vicinity of
right index finger representation, to account for FC fluctuations
that could be related to sensorimotor rather than attentional as-
pects of tapping variability. We defined the left sensorimotor
seed using an atlas of intrinsic connectivity networks, based on
healthy adults, that contains individual clusters within networks
(Shirer et al. 2012).We drewa 6-mmdiameter sphere around cen-
ter-of-gravity coordinates (MNI152 xyz =−34, −20, 60) of the left,
lateral cluster within the sensorimotor cortex.

Dynamic Functional Connectivity Analysis

Each seed was linearly transformed from standard to native
space using the previously computed linear transform. The
mean time course across voxels of each seed was extracted

Figure 2. Brain regions showing activation that correlates positively (top) and negatively (bottom) with tap variance (family-wise error-corrected Z > 2.3, cluster-based

P < 0.05). Higher tap variance (out-of-the-zone attention) was associated with activation within regions of the dorsal-attention and salience networks. Lower tap

variance (in-the-zone attention) was associated with activation within regions of the default mode network. aINS, anterior insula; FEF, frontal eye fields; MCC, mid-

cingulate cortex; mPFC, medial prefrontal cortex; PCC, posterior cingulate cortex; PCu, precuneus; SPL, superior parietal lobule.
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from the preprocessed data. To assess FC with the seed that dy-
namically tracks tap variance, a psychophysiological interaction
(PPI) (Friston et al. 1997) analysis on the preprocessed data was
conducted within the GLM framework with FILM prewhitening.
In PPI, the whole brain is searched for regions whose covarying
activity with that of a chosen seed region depends on the occur-
rence of a certain behavior/psychological event. Three regressors
were included: 1) the tap-VTC, convolved with a gamma hemo-
dynamic response function; 2) the seed time course; 3) the inter-
action between the tap-VTC and seed time course (mean
centered). Group-level whole-brain analyses were performed in
standard space to identify regions with positive and negative in-
teractions between the tap-VTC and seed time- course (FLAME1
+ 2; significance: FWE-corrected Z > 2.3; cluster-based P < 0.05).

For display and explanatory purposes only, in the fMRI dy-
namic FC analyses, we split the tap-VTC into high variance
(out-of-the-zone) and low variance (in-the-zone) periods, as
done previously with cognitive task reaction time data (Esterman
et al. 2013, 2014). To do this, we smoothed the tap-VTC integrat-
ing information from 26 surrounding taps (Gaussian kernel of
∼16 s full width at half-maximum). We then binarized the
smoothed tap-VTC into high and low variance using a median
split.

Notably, in the PPI approach, the time course of the seed re-
gion is included as a regressor and is thus inherently controlled
for (O’Reilly et al. 2012). Consequently, the approach is highly
conservative, and in this context, only FC dynamics that are
fully independent of seed activation, yet track fluctuations in be-
havioral variability, would appear as significant. Despite the risk

of false-negative results, we chose PPI so that we could 1) con-
tinuously track FC that fluctuates with behavior and 2) dissociate
effects related to activation versus connectivity. While sliding
window analysis is commonly used in dynamic FC analysis,
that approach in our context would have involved substantial
downsampling of both the behavioral and fMRI data and thus a
loss of precision and sensitivity. Dynamic FC has been defined
as spontaneous, time-varying coordination of activity between
regions on time scales ranging from milliseconds to seconds
(Hutchison, Womelsdorf, Allen, et al. 2013). The PPI approach is
not typically used in the literature on dynamic FC, because previ-
ous studies have not typically included continuous measures of
spontaneous behavior. However, using our continuous measure
of tapping variability with PPI analysis here provides a powerful
approach to assessing the behavioral relevance of dynamic FC.

Network Labeling

We anatomically mapped the significant cortical and cerebellar
regions from activation and FC analyses to known brain net-
works. To do so, we overlaid the regions with network templates
that were defined independently in previous studies in large
samples of healthy adults (Buckner et al. 2011; Yeo et al. 2011).
In those studies, both 7- and 17-network parcellations were de-
rived. We refer mainly to the 7-network parcellation in which
the DMN is a single network, but where relevant, we also refer
to the 17-network version in which the DMN splits into separate
subsystems.

Results
Local Brain Activation Correlates of Spontaneous
Fluctuations in Attention

At the group level, greater tap variance (out-of-the-zone atten-
tion) was associated with greater brain activation in bilateral cor-
tical regions that were largely within areas thatmapped on to the
dorsal-attention and salience networks (Fig. 2). These included
the aINS, mid-cingulate cortex, frontal eye fields, superior par-
ietal lobule, supplementary motor area, and middle temporal
gyrus. Additionally, parts of the cerebellum, including parts of lo-
bules V/VI bilaterally, and a part of left lobule VII/VIII that maps
on to dorsal-attention and salience networks (Buckner et al. 2011)
tracked greater tap variance.

In contrast, lower tap variance (in-the-zone attention) was as-
sociated with greater brain activation in cortical areas known to
be core regions of the DMN. These included the anterior and ven-
tral mPFC, the PCC/PCu, and an area of right dorsolateral pre-
frontal cortex that maps on to the DMN (Yeo et al. 2011). At the
cluster-uncorrected (Z > 2.3) level, bilateral parts of the cerebel-
lum (within crus I/II) that exclusively mapped on to the DMN
(Buckner et al. 2011) tracked lower tap variance.

Dynamic Functional Connectivity Correlates
of Spontaneous Fluctuation in Attention

Both DMN core seeds (mPFC and PCC) showed increased FC asso-
ciatedwith greater tap variance to a common cluster encompass-
ing the left lateral frontal pole and inferior frontal gyrus (Fig. 3).
This cluster was 8128 and 9032 mm3 in total volume for mPFC
and PCC seeds, respectively, and overlapped substantially with
the DMN (shown in green in Fig. 3). Overlay with a 17-network
cortical parcellation revealed that the region was specifically
part of the “dorsomedial prefrontal” subsystem of the DMN
(Andrews-Hanna et al. 2010; Yeo et al. 2011). For both DMN core

Figure 3. Brain regions showing dynamic functional connectivity associated with

ongoing fluctuations in tap variance. For each seed (left column), regions showing

functional connectivity that positively correlated with tap variance are shown in

red/yellow (family-wise error-corrected Z > 2.3, cluster-based P < 0.05). These

regions are overlaid on an independently defined map of the default mode

network (Yeo et al. 2011) in green to highlight that all significant clusters

substantially overlapped with this network.
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seeds, no regions showed a significant effect for greater FC asso-
ciated with lower tap variance. In summary, increased core DMN
to lateral dmPFC subsystem connectivity was associated with
higher tap variance.

The R-aINS showed increased FC associated with greater tap
variance to a cluster that was largely within the mPFC (included
anterior, ventral and dorsal mPFC, as well as perigenual cingu-
late) (Fig. 3). This cluster, 9263 mm3 in total volume, overlapped
substantially with the DMN. No regions showed a significant ef-
fect for greater R-aINS FC associated with lower tap variance.
Thus, increased salience network (R-aINS) to DMN (mPFC) con-
nectivity was associated with higher tap variance. The left sen-
sorimotor (control) seed showed no significant FC associated
with tap variance (and this regiondid not show significant activa-
tion associated with tap variance).

The dynamic FC relationships with behavior identified with
PPI could have been driven by several possible mechanisms. To
illustrate the possible combinations of positive and negative FC
that relate to behavior in different subjects, we binarized the
tap-VTC into high (out-of-the-zone) and low (in-the-zone) tap
variance periods. In Figure 4, we show the time courses of the
R-aINS (seed region) and mPFC (6-mm diameter sphere drawn
around peak coordinates identified in R-aINS PPI analysis) as a
function of the zones in 2 example subjects. One subject (top)
shows negative aINS-mPFC FC when in-the-zone but shows no
(zero) FC when out-of-the-zone, whereas another subject (bot-
tom) shows no (zero) FC when in-the-zone, but positive FC (in-
creased coupling) when out-of-the-zone. Therefore, both of
these subjects show increases in FC values when out-of-the-
zone, but the increases are driven by different combinations of
positive and negative FC between zones.

Discussion
Continuous fluctuations in attention are a fundamental feature
of human behavior and experience. However, the potential asso-
ciation between attentional fluctuations and transient interac-
tions within and between neural networks has been unknown.
Here, through the study of ongoing behavioral variability, we pro-
vide novel mechanistic data on the neural dynamics of everyday,
moment-to-moment attentional fluctuations (Fig. 5).

Continuous variability in finger tapping was marked by activ-
ity fluctuations in attention-relevant networks. Consistent with
studies of cognitive tasks requiring sustained attention (Ester-
man et al. 2013, 2014), low behavioral variability (in-the-zone at-
tention) was associated with DMN activation, whereas high
variability (out-of-the-zone) was associated with activation of
dorsal-attention and salience network regions. More important-
ly, our novel analysis of dynamic FC during ongoing behavioral
variability revealed insights into brain network communication
mechanisms of spontaneous attentional fluctuations. Increasing
out-of-the-zone attention was tracked by either greater coupling
or reduced anticorrelation of core DMN regions (PCC, mPFC) with
salience network (aINS) and DMN subsystem areas. These find-
ings significantly advance our understanding of the behavioral
relevance of spontaneous FC dynamics. In all states of waking
life involving attentional fluctuations, these neural-network dy-
namics could underpin waxing and waning of focus to the sen-
sory environment and to stimulus-independent thought.

Behavioral Relevance of Dynamic Functional
Connectivity

Since the first fMRI report of dynamic FC in spontaneous activity
(Chang and Glover 2010), studies on the topic have largely fo-
cused on detecting, characterizing (Allen et al. 2014; Lindquist
et al. 2014; Shine et al. 2015), and establishing the electrophysio-
logical basis of (Tagliazucchi et al. 2012; Chang et al. 2013) dy-
namic FC. However, it has been shown that dynamic FC
fluctuations in fMRI that correspond to neural activity are diffi-
cult to disentangle from properties of the signal that do not re-
flect neural activity (Handwerker et al. 2012; Keilholz et al. 2013;
Hindriks et al. 2015).

Measurable behavioral outputs present an opportunity to val-
idate the use of fMRI to assess dynamic FC but have rarely been
studied in this context. Some previous work has given clues to
the behavioral relevance of dynamic FC. For example, summary
metrics based on dynamic FC correlate with interindividual dif-
ferences in behavior (Kucyi et al. 2013; Kucyi and Davis 2014;
Yang et al. 2014) and show differences between clinical or skilled
expert groups and cognitively normal individuals (Jones et al.
2012; Damaraju et al. 2014; Shen, Li, et al. 2015). Such associations

Figure 4. Examples of normalized time courses of the right anterior insula (R-aINS, red) andmedial prefrontal cortex (mPFC, blue) as a function of attentional state (zone)

for 2 participants. The zones (shaded colors) were defined based on a median split of the smoothed tap-VTC (see Methods). Time points between zone changes are not

shaded, because they represent transitions where zone classification is ambiguous. The Pearson’s correlation values were based on concatenated time points across the

shaded segments, separately for in-the-zone and out-of-the-zone periods. BOLD, blood oxygen-level dependent; TR, repetition time.
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suggest a behavioral relevance of dynamic FC properties but do
not reveal the significance of moment-to-moment changes in
spontaneous FC.

Studies that uncovered some behavioral relevance of mo-
ment-to-moment dynamic FC have shown intraindividual ef-
fects of task compared with resting states (Chen et al. 2015;
Elton and Gao 2015) and consciousness states induced by anes-
thesia (Hutchison et al. 2014; Barttfeld et al. 2015) or psychedelic
agents (Tagliazucchi et al. 2014). On a more fine-grained time
scale, spontaneous intraindividual FC fluctuations during presti-
mulus periods were shown to predict subsequent performance
and perceptual outcomes (Ploner et al. 2010; Thompson et al.
2013; Weisz et al. 2014; Sadaghiani et al. 2015). Such FC fluctua-
tions could reflect ongoing changes in attentional state, but
fine-scaled behavioral measurements would be needed for
confirmation.

Thus, we investigated the behavioral relevance of spontan-
eous FC fluctuations on a continuous basis without using
predefined time windows. As attention fluctuated to an out-of-
the-zone state, FC values increased between the R-aINS and
the mPFC. The 2 corresponding networks (salience and DMN,
respectively) of these regions, on average, show anticorrelated
activity at rest (Fox et al. 2005; Kucyi et al. 2012). Static FC
shows that across individuals, reduced intrinsic anticorrelated
activity between these networks correlates with greater variabil-
ity in cognitive performance (Kelly et al. 2008). Similarly, dynamic
FC shows that transient periods of reduced anticorrelated activity
precedes slower attentional task performance (Thompson et al.
2013) and relates to mind-wandering (Mittner et al. 2014). Thus,
previous work is in line with our finding that spontaneous in-
creases in FC (or decreases in anticorrelation) between DMN
and salience network regions relate to out-of-the-zone attention-
al states. Sustained anticorrelated activity between the salience
network and DMN may be needed to maintain stable, focused
performance (e.g., during in-the-zone attention). Indeed, it was
recently shown that FC between the R-aINS and DMN increased
during task switching events that may reflect destabilization of
attention (Jilka et al. 2014).

We also found increased within-DMN FC during out-of-the-
zone attention. Specifically, increased behavioral variability cor-
related with increased FC of DMN core regions (PCC and mPFC)
with lateral prefrontal areaswithin theDMN’s dmPFC subsystem.
Of note, as DMN FC and activation are not equivalent to one an-
other in terms of functional significance (Anticevic et al. 2012;

Whitfield-Gabrieli and Ford 2012), this FC result does not contra-
dict our finding that DMNactivation tracks in-the-zone attention.
The dmPFC subsystem of the DMN is engaged during self-rele-
vant decisions about the present, whereas a distinct medial tem-
poral lobe-based subsystem of the DMN is engaged in past- and
future-oriented thought (Andrews-Hanna et al. 2010). Coactiva-
tion of DMN core with dmPFC subsystem regions could facilitate
information flow to the medial temporal lobe subsystem to inte-
grate self-related decisions about the present into memory and
mental simulation. This type of cognition could be prevalent
during out-of-the-zone attentional states where focus may drift
toward self-generated thoughts. A study showing increases in
within-DMN FC during mind-wandering (Mittner et al. 2014)
supports this possibility.

Behavioral and Brain Activation Markers of Spontaneous
Attentional Fluctuations

Traditionally, psychological and neuroimaging studies have
treated intraindividual variability in cognitive performance as
noise. However, recent studies link intrinsic variability in be-
havioral performance with activation within the DMN, dorsal-
attention, and salience networks (Weissman et al. 2006; Boly
et al. 2007; Eichele et al. 2008; Sadaghiani et al. 2009). Esterman
et al. (2013) developed an approach of using a continuous VTC,
adopted here, to dynamically capture intrinsic fluctuations in
attention and their neural correlates. Existing studies using
that approach involved continuous performance tasks with
changing visual stimuli and cognitive demands (Esterman
et al. 2013, 2014; Rosenberg et al. 2015) and could be confounded
by processes such as response inhibition and error monitoring,
independent of attention. We show that ongoing variability in
simple finger tapping correlates with DMN, dorsal-attention,
and salience network activation patterns that are strikingly
similar to those observed with more complex cognitive tasks
(Esterman et al. 2013, 2014; Rosenberg et al. 2015). This similar-
ity, combined with a large body of evidence for roles of these
attention-relevant networks (Corbetta and Shulman 2002;
Buckner et al. 2008), strongly suggests that fluctuations in tap-
ping variability mark attentional state changes. We did not
find that either prominent activations in or FC of sensorimotor
regions were associated with tapping variability, further sug-
gesting that we captured attentional rather than motor-related
aspects of tapping behavior.

Figure 5. Summary of activation and dynamic functional connectivity that relates to continuous variability in attention. Out-of-the-zone and in-the-zone correspond to

activity and connectivity that correlates with increasing (orange) and decreasing (blue) degrees of absolute tap variance, respectively. dmPFC, dorsomedial prefrontal

cortex; mPFC, medial prefrontal cortex; R-aINS, right anterior insula.
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Notably, however, finger tapping is not typically considered a
sustained attention task. While an attentional component is ac-
knowledged, emphasis is often placed onmotor and timing com-
ponents of tapping (Repp 2005; Repp and Su 2013). We suggest
that variance in finger tapping reflects attention similarly to reac-
tion time variance in continuous performance cognitive tasks.
Increasing attentional load with a concomitant workingmemory
task results in increased tapping variability (Pecenka et al. 2013).
Spontaneous fluctuations in attention toward internal, self-gen-
erated thoughts could have similar “load” effects on tapping
variability.

Interestingly, previous studies provide clues to the relation-
ship between tapping variability and attention-relevant net-
works. During metronome-paced tapping, DMN regions show
greatest activation when themetronome is easier to synchronize
with andperformance is better (Fairhurst et al. 2013). The authors
referred to that state as “in the groove,” comparable to “in-the-
zone,” as associated with DMN activation here. In another
study, DMN activation was greatest when subjects tapped to pre-
dicted, rather than tracked, metronome changes (Pecenka et al.
2013), a behavior that could require in-the-zone attention.

Relationship Between Attention “Zones”
and Mind-Wandering

Humans spend roughly half of their waking life engaged in spon-
taneous cognition unrelated to immediate sensory stimuli (Kill-
ingsworth and Gilbert 2010). Such mind-wandering can be
assessed with self-report, which may validate the occurrence of
spontaneous attentional fluctuations (Smallwood and Schooler
2015). Self-reported mind-wandering has been associated with
concurrent increased performance variability (McVay and Kane
2009; Stawarczyk et al. 2011; Seli et al. 2013). It is thus plausible
that out-of-the-zone (high behavioral variability) periods are
generally associated with more mind-wandering.

The neural correlates of attentional fluctuations, identified
here, thus raise questions. While the dynamic FC correlates of
out-of-the-zone attention share some properties with FC “signa-
tures” ofmind-wandering (Mittner et al. 2014), the activations are
in seeming contradiction. Mind-wandering is associated with in-
creased DMN and decreased salience network activation (Christ-
off et al. 2009; Kucyi et al. 2013). How, then, can out-of-the-zone
attention, as identified here and elsewhere (Esterman et al. 2013,
2014; Rosenberg et al. 2015), be associated with the opposite acti-
vation pattern?

One possibility, as previously suggested (Esterman et al. 2013),
is that increased DMN activation during in-the-zone attention
represents less effortful, stable performance, but excessive
increases in DMN activation represent attentional lapses and
mind-wandering. This is supported by the fact that transient
DMN activation precedes task errors (lapses) (Weissman et al.
2006; Esterman et al. 2013), even though fewer errors occur overall
during stable, in-the-zone states (Esterman et al. 2013).

It is also possible that relationships of mind-wandering and
behavioral variability with DMN activity are independent of one
another. Future studies are needed to reconcile the roles of the
DMN in mind-wandering and behaviorally measured attentional
fluctuations. One promising avenue is multivariate pattern ana-
lysis, which can reveal subtle features of DMN activity relating to
attention zones (Rosenberg et al. 2015) and mind-wandering
(Mittner et al. 2014; Tusche et al. 2014). Additional measures of
spontaneous behavior, such as eye movements and pupil diam-
eter fluctuations, may be valuable in uncovering the role of the
DMN in attentional dynamics (Ramot et al. 2011; Yellin et al. 2015).

Conclusions and Future Directions

We present novel evidence that activation and dynamic FC of
attention-relevant brain networks track ongoing fluctuations in
the variability of rhythmic finger tapping. Our work reveals the
importance of dynamic FC to behavior and specifically to spon-
taneous fluctuations in attention. Individual differences in atten-
tional abilities have recently been linked with mean FC patterns
defined over the course of severalminutes (Rosenberg et al. 2016).
Our work should spurmuch needed research into how individual
differences in attentional fluctuations are reflected in FC on finer
time scales, and into the neural mechanisms of conditions, such
as attention-deficit/hyperactivity disorder (Sonuga-Barke and
Castellanos 2007) and chronic pain (Kucyi and Davis 2015), that
may be characterized by disordered attentional fluctuations.
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