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Aims Spectrum bias can arise when a diagnostic test is derived from study populations with different disease spectra
than the target population, resulting in poor generalizability. We used a real-world artificial intelligence (AI)-derived
algorithm to detect severe aortic stenosis (AS) to experimentally assess the effect of spectrum bias on test
performance.

...................................................................................................................................................................................................
Methods
and results

All adult patients at the Mayo Clinic between 1 January 1989 and 30 September 2019 with transthoracic echocar-
diograms within 180 days after electrocardiogram (ECG) were identified. Two models were developed from two
distinct patient cohorts: a whole-spectrum cohort comparing severe AS to any non-severe AS and an extreme-
spectrum cohort comparing severe AS to no AS at all. Model performance was assessed. Overall, 258 607 patients
had valid ECG and echocardiograms pairs. The area under the receiver operator curve was 0.87 and 0.91 for the
whole-spectrum and extreme-spectrum models, respectively. Sensitivity and specificity for the whole-spectrum
model was 80% and 81%, respectively, while for the extreme-spectrum model it was 84% and 84%, respectively.
When applying the AI-ECG derived from the extreme-spectrum cohort to patients in the whole-spectrum cohort,
the sensitivity, specificity, and area under the curve dropped to 83%, 73%, and 0.86, respectively.

...................................................................................................................................................................................................
Conclusion While the algorithm performed robustly in identifying severe AS, this study shows that limiting datasets to clearly

positive or negative labels leads to overestimation of test performance when testing an AI algorithm in the setting
of classifying severe AS using ECG data. While the effect of the bias may be modest in this example, clinicians
should be aware of the existence of such a bias in AI-derived algorithms.
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Introduction

With the advent of artificial intelligence (AI) and machine learning in
clinical diagnostic testing, assessing their validity is paramount in
applying this new technology to patient care. A major part of this as-
sessment is the recognition of potential biases introduced throughout
the model generation process, from training to validation to testing. It
is important for the clinician to understand one of the major sources
of bias, common in all such studies—the concept of spectrum bias.

The fundamental premise of spectrum bias in diagnostic testing is
the use of an extreme spectrum of patients to derive and validate the
test, even though a full spectrum exists and there is significant clinical
heterogeneity within different subgroups of the disease. As such, a
test may be derived from comparing patient cohorts from two ex-
treme ends of the clinical spectrum (e.g. clearly normal versus severe
or unequivocal disease), which on paper may improve test perform-
ance but results in poor generalizability in the real world where
patients and the disease itself spans a full spectrum (e.g. mild, moder-
ate or even indeterminate or equivocal disease severity).1–3

Examples abound of AI algorithms intended to diagnose clinical
conditions where cases with clear cut disease were compared to
normal controls. In one example on the use of AI in the detection of

autism spectrum disorder from eye-tracking habits, researchers com-

pared normal children and children with evident autism. The result-

ant model yielded a robust test accuracy of 89%.4 Equally robust test

performance for AI utilizing other behavioural habits between normal

children and children with autism were noted in subsequent studies,

with areas under the receiver operator curve of 0.89–0.93.5 Yet, in

these small studies, the spectrum of autism spectrum disease was not

specifically evaluated, and it is possible that the test performance

would not be as good in a general population of children.
Therefore, for clinicians to determine whether a particular AI-

derived diagnostic tool is generalizable to their patients, the study

methodology should be critically scrutinized. In this study, we provide

an experimental case of an AI-derived algorithm using a convoluted

neural network (CNN) using electrocardiograms (ECGs) to detect

aortic stenosis (AS) manipulating the disease spectrum. The severity

of AS is a spectrum ranging from normal, mild, moderate to severe,

with clinical heterogeneity within each subgroup of severity. Using

this experiment, we seek to test the effect of disease spectrum on

test performance, to determine if spectrum bias would be also pre-

sent when using an AI-derived diagnostic tool.

Graphical Abstract
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Cohort identification and study design
We identified all adult patients aged 18 years or older who had at least
one transthoracic echocardiogram (TTE) and ECG performed at our in-
stitution between January 1989 and September 2019 using the Mayo
Clinic Unified Data Platform that include tests from the Minnesota,
Arizona, and Florida locations. The details are described in Figure 1 and
have been published previously.6 Of the patients with TTE, we included
only those with at least one of following AS measurements: aortic valve
area, mean transaortic pressure gradient, peak transaortic velocity, or
Doppler velocity index.7,8 Of those, patients who had at least one digital,
standard 12-lead ECG acquired within 180 days prior to their TTE exams
were identified. When multiple TTEs and ECGs were available, we
selected the first TTE available and the appropriate ECG-TTE pair to min-
imize the time interval between them. Patients with previous cardiac sur-
gery, prosthetic valves, or pacemakers were excluded (Figure 1). Previous
cardiac surgeries, particularly valve replacements, may alter the effects of
AS on the ECG. Exclusion of pacemakers was based on the assumption
that paced rhythms may not be informative as normal myocardial elec-
trical activation is artificially perturbed.

The final patient cohort with valid ECG-TTE pair data was used for
network creation, validation, and testing for the first (‘whole-spectrum’)
model. We randomly assigned 50%, 10%, and 40% of our cohort to train-
ing, validation and testing the CNN, respectively (Figure 1). None of the
patients was assigned to more than one group. For a second (‘extreme-
spectrum’) model development, we excluded patients with any degree of
aortic regurgitation, mitral regurgitation, mitral stenosis, mild AS, or mod-
erate AS. Given the differences in dataset size between the whole-
spectrum and extreme-spectrum cohorts, a secondary analysis was per-
formed to balance the whole-spectrum cohort via random selection of
patients to match the number of patients in the extreme-spectrum co-
hort. The model performance of this smaller balanced whole-spectrum
cohort was then reassessed. The test performance of AI-ECG to identify
severe AS patients for the whole-spectrum and extreme-spectrum mod-
els were compared to evaluate for the presence of spectrum bias.
Furthermore, the decision threshold derived from the extreme-

spectrum model was applied to the whole-spectrum cohort, simulating
the test performance of a test derived from an extreme-spectrum disease
spectrum on the whole-spectrum population.

To further validate that the performance effect uniquely arises from
differences in disease spectrum and not simply from application of models
to different hold-out cohorts, we further tested the whole-spectrum
model on the extreme-spectrum cohort. If the performance degradation
is only seen with the application of the extreme-spectrum model to the
whole-spectrum cohort and not with the whole-spectrum model applied
to the extreme-spectrum cohort, then there is likely a unique bias arising
from disease spectrum.

The Mayo Clinic Institutional Review Board approved waiver of the re-
quirement to obtain informed consent in accordance with 45 CFR 46.116
and waiver of Health Insurance Portability and Accountability Act author-
ization in accordance with applicable regulations.

Data sources and labelling
In order to characterize the study population and identify associated
comorbidities at the time of ECG, the electronic health record was
queried using standardized International Classification of Diseases, 9th
and 10th Revision, billing codes for each diagnosis at any time prior to the
index ECG date and within 30 days post-ECG. If a single code was found,
the patient was considered to have that condition.

TTE data were extracted from the electronic health record and used
to classify patients into two groups: TTE-positive AS were those with se-
vere AS and TTE-negative AS were those with moderate mild or no AS
by TTE for the whole-spectrum model, and no AS by TTE for extreme-
spectrum model using AS severity grading guidelines (Table 1).8,9 If a pa-
tient fulfilled any one of the following echocardiography parameters, the
AS was classified as severe: peak velocity >_4 m/s, mean gradient >_40
mmHg, Doppler velocity index <0.25, or aortic valve area <1 cm2. To
make labelling more robust the physician impressions in the TTE report
were also utilized. The physician impressions are standardized coded
statements within our electronic database. Subjects with discrepancies
between the final impressions and measurements were excluded.

Quantitative two-dimensional and Doppler echocardiography data
were recorded using a Mayo Clinic–developed custom database. Mean

Figure 1 Flow diagram of the derivation of whole-spectrum and extreme-spectrum cohorts, including the number in the training, validation, and
testing groups.
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..trans-aortic pressure gradient and peak velocity was acquired from all
transducer positions to obtain the highest values.8,10 Left ventricular out-
flow tract velocity and velocity-time integral were obtained and Doppler
velocity index was calculated as a ratio between left ventricular outflow
tract and aortic valve velocity-time integral.7 Aortic valve area was calcu-
lated using the continuity equation.7,8

All ECGs were acquired as digital standard 10-s 12-lead ECGs using a
Marquette ECG machine (GE Healthcare, WI, USA). The ECG waveform
(raw data) was stored using the MUSE data management system for later
retrieval.

Overview of AI model development
A CNN models using Keras framework with Tensorflow (Google;
Mountain View, CA, USA) backend implemented in Python was devel-
oped.11 Previously, we used this framework to create models to screen

left ventricular contractile dysfunction and to estimate age as well as sex
from standard 12-lead ECGs.12,13 Each ECG was considered a matrix con-
sisting of the following dimensions: 12� 5000 (representing 12 leads for
10-s duration sampled at 500 Hz). The first dimension is spatial dimension
and represents the different ECG leads and the second dimension is tem-
poral. The ‘Resample’ function of the SCIPY python package was used to
up-sample ECGs originally sampled in 250–500 Hz.14 The CNN model is
derived from a smaller version of DenseNet with 62 convolutional layers
and 1 classification layer.15 DenseNet uses densely connected convolution-
al blocks to concatenate the result of each convolutional output within the
block in order to extract detailed features. We made minor modifications
regarding zero padding to the original network to account for the differ-
ence in image and ECG matrix inputs.

We used the Adam optimizer for training with categorical cross-
entropy as the loss function. Categorical cross-entropy was used even

....................................................................................................................................................................................................................

Table 2 Patients characteristics and comorbidities

Training set (n 5 129 788) Validation set (n 5 25 893) Testing set (n 5 102 926)

Age, years (SD) 62.99 (16.3) 63.09 (16.3) 62.97 (16.3)

Age groups (%)

<40 12 674 (9.8) 2508 (9.7) 10 094 (9.8)

40–49 12 978 (10.0) 2542 (9.8) 10 234 (9.9)

50–59 22 301 (17.2) 4466 (17.2) 17 909 (17.3)

60–69 31 231 (24.1) 6202 (24.0) 24 970 (24.2)

70–79 30 984 (23.9) 6242 (24.1) 24 077 (23.3)

80þ 19 620 (15.1) 3929 (15.2) 15 642 (15.2)

Female sex (%) 61 514 (47.3) 12 288 (47.4) 48 988 (47.5)

Male sex (%) 68 274 (53.7) 13 605 (53.6) 53 938 (53.5)

AS measurement severity level (%)

No AS 114 646 (88.3) 22960ð88:7Þ 90 763 (88.1)

Mild AS 10 194 (7.9) 1991 (7.7) 8330 (8.1)

Moderate AS 1605 (1.2) 300 (1.5) 1225 (1.2)

Severe AS 3343 (2.6) 642 (2.5) 2608 (2.5)

Congestive heart failure (%) 23 399 (18.0) 4733 (18.3) 18 531 (18.0)

Peripheral vascular disease (%) 20 102 (15.5) 4178 (16.1) 16 134 (15.7)

Cerebrovascular disease (%) 14 787 (11.4) 3002 (11.6) 11 879 (11.5)

Renal disease (%) 15 641 (12.1) 3168 (12.2) 12 394 (12.0)

Chronic pulmonary disease (%) 26 312 (20.3) 5210 (20.1) 20 932 (20.3)

Connective tissue disease-rheumatic disease (%) 6273 (4.8) 1226 (4.7) 5103 (5.0)

Myocardial infarction (%) 12 097 (9.3) 2446 (9.4) 9843 (9.6)

Diabetes (%) 22 591 (17.4) 4563 (17.6) 18 186 (17.7)

Hypertension (%) 63 244 (48.7) 12 621 (48.7) 50 486 (49.1)

Any observed differences in comorbidities is a result of random chance.

....................................................................................................................................................................................................................

Table 1 Aortic stenosis measurements definitions

Normal Mild Moderate Severe

Aortic valve area, cm2 2 or higher (1.5–2.0) [1.0–1.5] Below 1.0

Peak transaortic velocity, m/s 2.5 or below (2.5–3.0) [3.0–4.0) 4 or higher

Transaortic mean pressure gradient, mmHg 10 or below (10–20) [20–40) 40 or higher

Doppler velocity index 0.5 or higher (0.35–0.5) [0.25–0.35] Below 0.25

(Parenthesis) excludes the numbers shown and [bracket] includes them.
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..though it is a binary classifier due to the use of one hot encoding and hav-
ing one output neuron for AI-ECG-positive AS and one for AI-ECG-
negative AS. Hyper-parameters such as learning rate (1e-3) and batch
size (64) were tuned using an internal validation set. We calculated an
area under the curve (AUC) for the internal validation set after each
epoch and the model with the highest AUC was used to test the holdout
dataset.

To protect against biasing our estimate of the model performance, the
training data was used exclusively for developing the model architecture.
The threshold for classifying an ECG as either a positive or negative
screen was determined using Youden index in the validation dataset.
Once model training was completed, the final model performance was
assessed using the testing data. We selected the CNN model architec-
ture based on previous study on the same cohort where we aimed to de-
tect moderate to severe AS.

Statistical analysis
Descriptive statistics were used to analyse the demographic and comor-
bidity data, Chi-squared test for categorical variables and the Student’s t-
test for continuous variables. Test performance analysis was derived
from the testing data by constructing receiver operator curves. Test per-
formance parameters (AUC, sensitivity, specificity, and accuracy) were
derived with 95% confidence intervals using the large sample approxima-
tion of the DeLong method with optimization by the Sun and Xu
method.16 The optimal decision threshold via the Youden index was uti-
lized as the probability cut-off for each derived model in the validation
dataset.

Results

Baseline patient characteristics and
comorbidities
Of 480 340 patients who had both TTE and ECG, 258 607 patients
(54%) had valid ECG-TTE pairs. The derivation of the study cohorts
is shown in Figure 1. The mean age was 63± 16.3 years with 122 790
(48%) women. The prevalence of TTE-confirmed severe AS was

2.6%. Of those with valid ECG-TTE pairs, 50% were used for training,
10% for validation, and 40% for testing. Patient characteristics and AS
severity distribution were similar among the three cohorts (Table 2).

Test performance of the AI-ECG for
detecting severe AS
The probability threshold for classifying an ECG as a TTE-positive AS
screen in the validation data was determined to be 0.01635 and
0.03074 for the whole-spectrum and extreme-spectrum model, re-
spectively, using the optimal decision threshold. Using these thresh-
olds, the AUCs for identifying TTE-positive AS and TTE-negative AS
subjects was 0.87 and 0.91 for the whole-spectrum and extreme-
spectrum models, respectively, in both validation and testing groups
(Figure 2). The secondary analysis to assess whole-spectrum model
performance when the dataset size of the whole-spectrum cohort
was balanced with the extreme-spectrum cohort resulted in the
same AUC of 0.87 as the main analysis.

In the testing group, 2608 (2.5%) patients were labelled as AI-
ECG-positive AS with a sensitivity and specificity for predicting echo-
positive AS was 80% and 81% for whole-spectrum model and 84%
and 84% for the extreme-spectrum model, respectively (Figure 2).
This demonstrates that, while AI-ECG performed robustly in both
models, the test performance was slightly reduced for the whole-
spectrum model, though clinically this difference may not be
significant.

When we applied the decision threshold for the extreme-
spectrum model on the whole-spectrum cohort, the AUC results of
0.86 with sensitivity and specificity of 83% and 73%, respectively,
lower than the AUC of 0.91 when using the extreme spectrum
model in the corresponding extreme-spectrum cohort. This indicates
a degradation in test performance when applying the extreme-
spectrum model to the whole-spectrum cohort. This degradation in
test performance was not seen when we applied the whole-
spectrum model to the extreme-spectrum cohort, AUC 0.88, vs.
0.88 when using whole-spectrum model in the corresponding whole-

Figure 2 Receiver operating characteristic curves for three separate analyses with areas under the curve, sensitivity, and specificity, for the whole-
spectrum cohort (left), the extreme-spectrum cohort (centre), and mixed analysis where the model derived from the extreme-spectrum was applied
to patients from the general-spectrum cohort (right).
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..spectrum cohort. The consistent reduction in test performance
when AI-ECG is used on a cohort with all disease severities is sug-
gestive of the presence of spectrum bias.

Discussion

We present the first study demonstrating the impact of spectrum
bias in an AI-derived algorithm to detect severe AS using ECGs from
a large cohort of patients at the Mayo Clinic. As the number of stud-
ies evaluating new diagnostic tools derived from AI algorithms contin-
ues to increase exponentially, it is important for clinicians to be able
to critically evaluate these studies and determine their applicability in
their practice. By using this example with AS we have illustrated the
following: (i) the tangible impact of spectrum bias on test perform-
ance parameters, (ii) the importance of identifying key confounding
variables, and (iii) the recognition of initial steps to reduce the impact
of spectrum bias when interpreting studies.

Like in previous studies evaluating the test performance of various
diagnostic tests, we have shown that spectrum bias may result in
reporting results that are overestimate performance. Indeed, the
AUC for the extreme-spectrum model was 0.91 with a sensitivity
and a specificity of 84% and 84%, respectively. Because the learning
cohort compared patients with vastly different demographics and
comorbidities on the extreme ends of the AS spectrum (normal ver-
sus severe), we presented the model with a much easier binary classi-
fication problem.

When we repeated the machine learning process and introduced
different severities of AS (mild and moderate), the test performance
decreased, demonstrating the effect of spectrum bias on test perform-
ance. This shows that the AI algorithm performed better when the
spectrum of disease was confined to the extremes, where subjects
would not fall into mild or intermediate manifestations of the disease
to be detected. When including patients from the complete disease
spectrum, the algorithm is less able to identify or distinguish severe AS.

Furthermore, it should be noted that even when we applied the
extreme-spectrum model on the whole-spectrum cohort, the test
performance was still robust, with an AUC results of 0.86 with sensi-
tivity and specificity of 83% and 73%, respectively. Therefore, even
though the test performance was not as robust as that developed
from the extreme-spectrum cohort, we may still be able to clinically
utilize models derived from biased spectra, recognizing that perform-
ance would not be as good as shown in the original validation setting.

Therefore, it is critical to consider a few factors when interpreting
studies in which spectrum bias may impact test performance. Firstly,
there must be scrutiny of the cohorts used to derive the machine
learning algorithm. What are the demographic and comorbidity char-
acteristics of the derivation population and comparator groups? Did
the investigators report all key variables known to impact test out-
come? Secondly, is there a true binary classification (e.g. disease pre-
sent/absent, pregnant non-pregnant, etc.) or does a range exists with
a clinical or arbitrary threshold to define the presence of the disease?
In the present study, AS severity exists on a spectrum that includes
normal, mild, moderate, and severe. This applies to any potential con-
founding variable that is non-binary including tests with intermediary

results or continuous variables such as ejection fraction, coronary
flow, etc. Next, if a spectrum exists for the condition of interest, how
did the investigators account for it during analysis? Are we able to
generalize the results from the study population in our own patients?

There are multiple strategies to account for spectrum bias.17,18

We had shown one common method in this study where patients
from all disease severities were included in the learning and testing
cohorts. The benefit of such a strategy is that the AI system learns
from a more representative sample of patients, is trained to identify
more features that differentiate labels and may therefore be more
generalizable to real-world situations where patient mix is heteroge-
neous and not extreme-spectrum to extreme presentations of dis-
ease severity.

There were limitations in our study. We used a real-world ex-
ample to demonstrate the general concept of spectrum bias in AI
algorithms. It is likely that our specific findings may differ based on dif-
ferent types of machine learning methods, input data formats (i.e. nu-
merical, graphical, etc.), clinical conditions of interest, or patient
population. Secondly, apart from the demonstrating the AI-ECG’s
ability to assist in diagnosis, we were not able to evaluate the clinical
utility on outcomes for such a test in this present study. Thirdly, our
control group may include patients with significant cardiac structural
abnormalities (such as reduced ejection fraction or other significant
valvulopathies not involving the aortic valve). It is possible that more
stringent exclusion criteria for our control group might have accentu-
ated the spectrum bias noted in the present study. Next, while we
used a standardized approach to identify severe AS, it is possible that
there may be a small subset of patients who do not meet the study
criteria for severe AS who may have been excluded from this study.
To reduce this limitation, we used an inclusive definition of severe AS
and improved its robustness by confirming with physician final
impressions. Lastly, we acknowledge that spectrum bias in other
fields of AI or other potentially encountered scenarios has not been
established. Nonetheless, we provided a key example of spectrum
bias using an AI-ECG model to bring this important concept to the at-
tention of clinicians and researchers in this field.

Conclusion

Spectrum bias may be an important limitation in studies involving
diagnostic tests and has been shown for the first time in an AI-
derived testing algorithm to classify severe AS from ECG data. It is
critical that clinicians recognize potential spectrum bias when review-
ing these studies to ensure appropriate interpretation of the results
and applicability in their own patient population.

Conflict of interest: Mayo Clinic has licensed the underlying tech-
nology to EKO, a maker of digital stethoscopes with embedded ECG
electrodes. Mayo Clinic may receive financial benefit from the use of
this technology, but at no point will Mayo Clinic benefit financially
from its use for the care of subjects at Mayo Clinic. P.A.F., F.L.-J., and
I.Z.A. may also receive financial benefit from this agreement. A.S.T.,
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..Data availability
The data underlying this article will be shared on reasonable request
to the corresponding author.
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