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#### Abstract

The temporal method for estimating effective population size $\left(N_{e}\right)$ from the standardized variance in allele frequency change $(F)$ is presented in a generalized form. Whereas previous treatments of this method have adopted rather limiting assumptions, the present analysis shows that the temporal method is generally applicable to a wide variety of organisms. Use of a revised model of gene sampling permits a more generalized interpretation of $N e$ than that used by some other authors studying this method. It is shown that two sampling plans (individuals for genetic analysis taken before or after reproduction) whose differences have been stressed by previous authors can be treated in a uniform way. Computer simulations using a wide variety of initial conditions show that different formulas for computing $\hat{F}$ have much less effect on $\hat{N}$, than do sample size ( $S$ ), number of generations between samples $(t)$, or the number of loci studied ( $L$ ). Simulation results also indicate that (1) bias of $\hat{F}$ is small unless alleles with very low frequency are used; (2) precision is typically increased by about the same amount with a doubling of $S, t$, or $L$; (3) confidence intervals for $\hat{N}_{e}$ computed using a $\chi^{2}$ approximation are accurate and unbiased under most conditions; (4) the temporal method is best suited for use with organisms having high juvenile mortality and, perhaps, a limited effective population size.


POPULATION geneticists have been very successful in describing the theoretical behavior of genes in terms of a few key parameters. Obtaining reliable estimates of these same parameters in natural populations, however, has often proved more difficult. Of these parameters, effective population size $\left(N_{e}\right)$ is arguably both the most important and the most difficult to evaluate directly. For this reason, several authors have explored the possibility of estimating $N_{e}$ indirectly by measuring temporal changes in allele frequency. The logic for this approach is that the drift variance of allele frequency between generations is $P(1-P) /\left(2 N_{e}\right)$, where $P$ is the population frequency in the initial generation. The effects of initial allele frequency can be compensated for by using some variation of Wright's standardized variance ( $F$ ), and this approach has formed the basis for several efforts to relate $N_{e}$ to observed changes in allele frequencies.

If $P_{t}$ is the population frequency in generation $t$, parametric $F$ takes the form $F=\left(P-P_{t}\right)^{2} /[P(1-P)]$. $E\left(P-P_{t}\right)^{2}=P(1-P)\left\{1-\left[1-1 /\left(2 N_{e}\right)\right]^{l}\right\}$, so $E(F) \approx 1$ $-\left[1-1 /\left(2 N_{e}\right)\right]^{t}$ and $\hat{N}_{e}$ is approximately $t /(2 F)$ if $t$ is not large. However, since one generally has access to sample (not population) allele frequencies, $F$ must be estimated by $\hat{F}$, which is also affected by random error in drawing the samples and by the method used to estimate $P(1-P)$. In the initial use of the temporal method to estimate effective population size, Krimbas and Tsakas (1971) computed mean $\hat{F}$ using a number
of alleles and subtracted the quantity $\left[1 /\left(2 S_{0}\right)+1 /\right.$ $\left(2 S_{t}\right)$ ] to account for sampling error. Pamilo and Var-vio-Ано (1980) argued that this correction is not adequate, noted the large variance of $\hat{F}$, and concluded that the temporal method is not very promising for estimating $N_{e}$. Nei and Tajima (1981) pointed out that some of the difficulties with the previous analyses were due to incorrect assumptions about the scheme of gene sampling used. They identified two different sampling plans (samples for genetic analysis taken before or after reproduction) and also suggested a better method for estimating $F$. Pollak (1983) extended the analysis to samples taken at more than two points in time and suggested another way to compute $\hat{F}$. Some of Pollak's claims regarding properties of the various estimators $\hat{F}$ were disputed by Tajima and NeI (1984).

The approaches described above have not been entirely satisfactory, in part because of the intrinsically large variance associated with estimates of $N_{e}$, but also because of rather restrictive assumptions in the models used and the fragmented treatment of the two methods of sampling. The objectives of the present paper are fourfold: (1) to define the model in such a way that $\hat{N}_{e}$ can be interpreted in a more generalized fashion than was possible with previously used models; (2) to show that the different sampling plans can be treated in a uniform way, thus demonstrating the general applicability of the temporal method to a wide
range of organisms; (3) to examine the distribution of the estimates of $N_{e}$ and evaluate properties of confidence intervals (CIs) for $\hat{N}_{e}$; and (4) to identify situations in which the temporal method can (and cannot) reasonably be expected to provide important information about effective population size.

## THE MODEL

Authors previously studying the temporal method for estimating $N_{e}$ (e.g., Nei and Tajima 1981; Pollak 1983) considered a diploid, random mating population of size $N$, from which samples for genetic analysis ( $\mathrm{S}_{0}, S_{t}$ individuals) were drawn at generations 0 and $t$, yielding sample allele frequencies $x$ and $y$, respectively. Generations were assumed to be discrete, and selection, migration, and mutation were presumed to be unimportant. These assumptions will also be adopted in the present model, although we shall see that population size is not a factor if sampling is before reproduction. The two sampling plans (Figure 1) also correspond to those described by Nei and Tajima (1981). In plan I, individuals are taken after reproduction or are replaced before reproduction occurs; this sampling plan would apply to human populations or others that can be sampled nondestructively, or to species that can be sampled after age of reproduction (e.g., Pacific salmon, Oncorhynchus spp., collected after spawning). Under sampling plan II, individuals are taken before reproduction and not replaced. This type of sampling would apply to a wide range of organisms, particularly those with high fecundity that are sampled as juveniles.

In the model proposed by Nei and Tajima (1981) and followed by Pollak (1983) (hereafter the N-T model), the point of reference for measuring allele frequency change was the initial frequency in a finite population, meaning that the individuals taken for genetic analysis and the breeding population in generation zero were hypergeometric samples from the $N$ total individuals. Not only does this complicate the sampling process, it also mandates a rather restrictive definition of effective population size: $N_{e}$ represents the actual number of breeding individuals, which are assumed to have a binomial distribution of progeny number.

These difficulties can be resolved by defining $P$ to be the allele frequency in the gamete pool preceding generation 0 . Sampling in generation 0 is now binomial, meaning that the $2 N_{e}$ genes representing the effective population size need not correspond to any particular number of individuals. Furthermore, defining the allele frequency change $(x-y)$ in terms of the initial gamete pool simplifies the equations for the variance of allele frequencies, $V(x-y)=V(x)+V(y)$ $-2 \operatorname{Cov}(x, y)$, where $\operatorname{Cov}(x, y)$ is the $\operatorname{covariance}$ of $x$ and $y$.


Figure 1.-Two sampling plans considered in the analysis. In both plans, $P$ is frequency of an allele in gamete pool preceding generation $0, x$ and $y_{t}$ are allele frequencies in samples (of $S_{0}$ and $S_{t}$ individuals) for genetic analysis taken at generations 0 and $t$, respectively, $N$ is total population size at time of the initial sample, and $N_{e}$ is variance effective population size. Plan I: sample $S_{0}$ is taken after reproduction, so it may contain some of $2 N$, genes representing effective population size. Sample allele frequencies $x$ and $y_{t}$ are positively correlated with respect to $P$ because samples $S_{0}$ and $S_{t}$ are derived from same population (size $N$ ) at generation 0 . Plan II: sample is taken before reproduction and not replaced, so the samples $S_{0}$ and $N_{e}$ are mutually exclusive and can be considered to be independent binomial draws from initial gamete pool. Total population size is not a factor, and $x$ and $y_{t}$ are uncorrelated.

We begin by finding expressions for $V(x)=E(x-$ $P)^{2}$ and $V(y)=E(y-P)^{2}$. For sampling plan II, the $2 S_{0}$ genes sampled at time $t=0$ are binomially drawn from the initial gamete pool, so

$$
\begin{equation*}
V(x)=E(x-P)^{2}=\frac{P(1-P)}{2 S_{0}} \tag{1}
\end{equation*}
$$

In plan I, the genes in sample $S_{0}$ are drawn from a population of finite size, which itself is binomially drawn from the initial gamete pool. As pointed out by NeI and Tajima (1981), this two-step procedure is equivalent to a single binomial sample, so $V(x)$ for sampling plan I is also given by (1).
$V(y)$ is more complicated to evaluate because it also involves genetic drift between generations. If we let $P_{t}$ be the allele frequency in the gamete pool from which generation $t$ is drawn, then the variance of $P_{t}$ with respect to $P$ (i.e., the variance due to $t$ generations
of genetic drift) is

$$
\begin{align*}
V\left(P_{t} \mid P\right)=E\left(P_{t}-P\right)^{2} & \\
& =P(1-P)\left[1-\left(1-\frac{1}{2 N_{e}}\right)^{t}\right] \tag{2}
\end{align*}
$$

To get $V(y \mid P)=E(y-P)^{2}$, first note that the variance of $y$ with respect to $P_{t}$ (i.e., the sample variance of $y$ ) is

$$
\begin{equation*}
V\left(y \mid P_{t}\right)=E\left(y-P_{t}\right)^{2}=\frac{P_{t}\left(1-P_{t}\right)}{2 S_{t}} \tag{3}
\end{equation*}
$$

We now take advantage of the basic property of conditional probability (i.e., that the variance is equal to the mean of the conditional variance plus the variance of the conditional mean (Rao 1973, p. 97)):

$$
\begin{align*}
V(y \mid P) & =E\left[V\left(y \mid P_{t}\right)\right]+V\left[E\left(y \mid P_{t}\right)\right] \\
& =E\left[\frac{P_{t}\left(1-P_{t}\right)}{2 S_{t}}\right]+V\left(P_{t} \mid P\right)  \tag{4}\\
& =P(1-P)\left[1-\left[\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)\right] .\right.
\end{align*}
$$

As was the case for (1), expression (4) is the same for both sampling plans. This point has been missed by authors using the N-T model, who have provided separate expressions for $V(y)$ for the two plans.

The variance of $(x-y)$ can be expressed for both plans I and II as

$$
\begin{align*}
V(x-y)= & P(1-P)\left[\frac{1}{2 S_{0}}+1-\right. \\
& \left.\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)\right]-2 \operatorname{Cov}(x, y) \tag{5}
\end{align*}
$$

Examination of (5) indicates that the only difference between the two plans is the covariance term. If sampling is before reproduction (plan II), the initial sample and the $2 N_{e}$ gametes representing the effective population size (and, hence, all future generations) can be considered to be independent binomial samples from the pool of gametes preceding generation 0 , so that $\operatorname{Cov}(x, y)=0$. Under sampling plan I, the allele frequencies in samples $S_{0}$ and $S_{t}$ are positively correlated with respect to $P$ because they are both derived from the same population (size $N$ ) at generation 0 . If these frequencies are expressed as follows (letting $P^{\prime}$ be the population allele frequency in generation 0 ):

$$
\begin{aligned}
& x=P+\left(P^{\prime}-P\right)+\left(x-P^{\prime}\right)=P^{\prime}+\left(x-P^{\prime}\right) \\
& y=P+\left(P^{\prime}-P\right)+\left(y-P^{\prime}\right)=P^{\prime}+\left(y-P^{\prime}\right)
\end{aligned}
$$

it can be seen that the covariance of $x$ with $y$ is simply the covariance of $P^{\prime}$ with itself. That is, for plan I sampling,

$$
\begin{equation*}
\operatorname{Cov}(x, y)=V\left(P^{\prime}\right)=E\left(P^{\prime}-P\right)^{2}=\frac{P(1-P)}{2 N} \tag{6}
\end{equation*}
$$

In this context, it is important to note that $N$ is the
size of the population subject to sampling in generation 0 ; if juveniles as well as adults can appear in the sample for genetic analysis, $N$ will be larger than if only adults are sampled. After generation $0, N$ is not a parameter of interest unless samples are taken in more than one subsequent generation.

Substitution of (6) in (5) yields
Plan I:

$$
\begin{align*}
V(x-y)=P(1-P) & {\left[\frac{1}{2 S_{0}}+1\right.} \\
& \left.-\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)-\frac{1}{N}\right] \tag{7a}
\end{align*}
$$

whereas if sampling is before reproduction, $\operatorname{Cov}(x, y)$ $=0$ and (5) reduces to
Plan II:

$$
\begin{align*}
V(x-y)=P(1-P) & {\left[\frac{1}{2 S_{0}}+1\right.} \\
& \left.-\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)\right] . \tag{7b}
\end{align*}
$$

Calculating $\hat{\boldsymbol{F}}$ : In the original formulation of the temporal method, Krimbas and Tsakas (1971) used the following expression to calculate $\hat{F}$ for a single locus:

$$
\hat{F}_{a}=\frac{1}{K} \sum_{i=1}^{K} \frac{\left(x_{i}-y_{i}\right)^{2}}{x_{i}\left(1-x_{i}\right)}
$$

with $K$ being the number of segregating alleles. However, this method has a drawback: $\hat{F}_{a}$ is infinitely large if an allele is found at time $t$ but not at time 0 (i.e., if any $x_{i}=0$ ). Nei and TAjima (1981) proposed an alternative estimator, $\hat{F}_{c}$ :

$$
\begin{equation*}
\hat{F}_{c}=\frac{1}{K} \sum_{i=1}^{K} \frac{\left(x_{i}-y_{i}\right)^{2}}{\left(x_{i}+y_{i}\right) / 2-x_{i} y_{i}}, \tag{8}
\end{equation*}
$$

which avoids this problem. Another method for calculating $\hat{F}$ was suggested by Pollak (1983). His measure, $\hat{F}_{k}$, is

$$
\begin{equation*}
\hat{F}_{k}=\frac{1}{K-1} \sum_{i=1}^{K} \frac{\left(x_{i}-y_{i}\right)^{2}}{\left(x_{i}+y_{i}\right) / 2} . \tag{9}
\end{equation*}
$$

Often, data for multiple gene loci with a varying number of alleles ( $K_{j}$ alleles at the $j$ th locus) are available. In this case, weighted means of the single locus $\hat{F}$ values are computed as mean $\hat{F}_{c}=\sum K_{j} \hat{F}_{c j} /$ $\sum K_{j}$ and mean $\hat{F}_{k}=\sum\left(K_{j}-1\right) \hat{F}_{k j} / \sum\left(K_{j}-1\right)$, where, for example, $\hat{F}_{c j}=\hat{F}_{c}$ for the $j$ th locus computed using (8) (Tajima and Nei 1984).

As $\hat{F}$ is a ratio, it is difficult to give its expectation exactly, but an approximation for $E\left(\hat{F}_{c}\right)$ is:

$$
E\left(\hat{F}_{c}\right) \approx \frac{E(x-y)^{2}}{E\left[\left(x_{i}+y_{i}\right) / 2-x_{i} y_{i}\right]}=\frac{V(x-y)}{P(1-P)-\operatorname{Cov}(x, y)} .
$$

This agrees with the result given by Nei and Tajima (1981), except that they omitted the covariance term. In the current model, $\operatorname{Cov}(x, y)=0$ for plan II but not for plan I. In the latter case, $E\left(\hat{F}_{c}\right)=V(x-y) /\{P$ $(1-P)[1-1 /(2 N)]\}$, so taking $\operatorname{Cov}(x, y)$ into consideration amounts to increasing $\hat{F}$ by approximately the factor $1 /(2 N)$. This is a very small adjustment (smaller than the difference between $\hat{F}_{c}$ and $\hat{F}_{k}$ ) that has little effect on estimates of $N_{e}$. Therefore, $\operatorname{Cov}(x, y)$ may safely be ignored in deriving the expectation of $\hat{F}_{c}$, and

$$
\begin{equation*}
E\left(\hat{F}_{c}\right) \approx \frac{V(x-y)}{P(1-P)}, \tag{10}
\end{equation*}
$$

whether sampling is before or after reproduction.
For plan II, substituting (5) into (10) and canceling the term $P(1-P)$ yields

$$
E\left(\hat{F}_{c}\right) \approx \frac{1}{2 S_{0}}+1-\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)
$$

which, if $t /\left(2 N_{e}\right)$ is small, is well approximated by

$$
E\left(\hat{F}_{c}\right) \approx \frac{1}{2 S_{0}}+\frac{1}{2 S_{t}}+\frac{t}{2 N_{e}} .
$$

This latter expression suggests the estimator
Plan II:

$$
\begin{equation*}
\hat{N}_{e}=\frac{t}{2\left[\hat{F}_{c}-1 /\left(2 S_{0}\right)-1 /\left(2 S_{t}\right)\right]} \tag{11}
\end{equation*}
$$

which is identical to the formula given by NeI and Tajima (1981; Equation 18) for the special case of $N \gg N_{e}$. Therefore, this estimator can be used in a more general sense. In fact, it is clear from (7b) that $V(x-y)$ and $E(\hat{F})$ are independent of total population size if sampling is before reproduction.
$E\left(\hat{F}_{c}\right)$ for plan I can be obtained in a similar fashion, the only difference being the covariance term:

$$
E\left(\hat{F}_{c}\right) \approx \frac{1}{2 S_{0}}+\frac{1}{2 S_{t}}+\frac{t}{2 N_{e}}-\frac{1}{N}
$$

Therefore, $N_{e}$ can be estimated by the following:
Plan I:

$$
\begin{equation*}
\hat{N}_{e}=\frac{t}{2\left[\hat{F}_{c}-1 /\left(2 S_{0}\right)-1 /\left(2 S_{t}\right)+1 / N\right]} \tag{12}
\end{equation*}
$$

Equation 12 differs from that used by NeI and Tajima (1981) and Pollak (1983) (see appendix for discussion). Note, however, that for the special case of $N=N_{e}$, (12) can be written as

$$
\begin{equation*}
\hat{N}_{e}=\frac{t-2}{2\left[\hat{F}_{c}-1 /\left(2 S_{0}\right)-1 /\left(2 S_{t}\right)\right]} \tag{13}
\end{equation*}
$$

which is identical to equation (16) in Nei and Tajima (1981). Note also that for $N=\infty$, (12) reduces to (11),
as it should (plans I and II are equivalent with infinite population size).

Often $N$ will not be known, but a rough estimate of $r=N / N_{e}$ can be made. In this case, a useful formula is

$$
\begin{equation*}
\hat{N}_{e}=\frac{r t-2}{2 r\left[\hat{F}_{c}-1 /\left(2 S_{0}\right)-1 /\left(2 S_{t}\right)\right]} \tag{14}
\end{equation*}
$$

Various values of $r$ can be tried to generate a range of possible estimates $\hat{N}_{e}$.

Although the above formulae were derived for $\hat{F}_{c}$, they can be used for estimates of $N_{e}$ based on $\hat{F}_{k}$ as well (Pollak 1983; Tajima and Nei 1984). If sample size varies among loci, $S_{0}$ and $S_{t}$ in (11)-(14) can be replaced by their harmonic means weighted by the number of independent alleles ( $K-1$ ) per locus.

Computer simulations: There has been some disagreement in the literature regarding means and variances of $\hat{F}_{c}$ and $\hat{F}_{k}$ (Pollak 1983; Tajima and Nei 1984). To address this issue and to evaluate the properties of $\hat{F}_{c}$ and $\hat{F}_{k}$ as estimators of $N_{e}$, a series of computer simulations was done based on the model described above. In each replicate simulation, $2 N_{e}$ genes representing the effective population size in generation 0 were first chosen binomially from the initial gamete pool (allele frequency $P$ ). The initial sample ( $S_{0}$ individuals) for plan II was also chosen binomially (and independently) from this gamete pool. For sampling plan I, the $2 N_{e}$ genes representing the effective population size were first incremented to $2 N$ genes by additional binomial sampling. The sample $S_{0}$ was then chosen without replacement from the $2 N$ genes representing the total population size. In both plans, this process was repeated for generations $t=$ $1-10$, yielding samples $S_{1} \cdots S_{10}$. Five thousand replicates were performed for each parameter set $P$, $N_{e}, N$, and $S=S_{0}=S_{t}$. At each generation in each replicate, $\hat{F}_{c}$ and $\hat{F}_{k}$ were computed (equivalent to single locus $\hat{F}$ values). Mean $\hat{F}_{c}$ and mean $\hat{F}_{k}$ were then computed over all 5000 replicates for each value of $t$, these mean values being used to estimate $N_{e}$ using (11) and (12). Simulations were also done using three alleles at a locus (initial frequency $=P_{i}$ for the $i$ th allele), in which case sampling was multinomial. In some simulations using alleles at low frequency, sample allele frequencies in generations 0 and $t$ were both $0 . \hat{F}$ was not computed for replicates in which this occurred. This corresponds to procedures that would normally be followed in sampling from real populations (i.e., unobserved alleles would not be included in the analysis).

## RESULTS

Plan I ws. plan II: In the simulations involving sampling after reproduction, parametric $N$ was used in (12) to estimate $N_{e}$. In practice, $N$ will generally not


Figure 2.-Estimates of $N_{e}$ for plan I sampling for various actual values of total population size ( $N$ ) when (11) was used to compute $\hat{N}_{e}$ [equivalent to setting $N=\infty$ in (12)]. Bias was relatively small unless true value of $r=N / N$, was less than 2. Results shown are for mean $\hat{F}_{k}$ computed from 5000 replicate simulations of a single locus with two alleles. Initial allele frequency was 0.5 .
be known exactly and must be estimated. One approach is to assume that $N$ is large in comparison to $N_{e}\left(r=N / N_{e} \approx \infty\right)$, in which case there is little difference between plans I and II and (12) is well approximated by (11). Figure 2 illustrates two points about the potential bias resulting from using (l1) to estimate $N_{e}$ if sampling is according to plan I. First, bias is fairly small unless $N<2 N_{e}$ and is negligible if $N \geq 5 N_{e}$. Although the true ratio $r=N / N_{e}$ will not be known exactly in most cases, often it will be clear whether $N$ is less than $2 N_{e}$. The second point is that the magnitude of bias is inversely related to time between samples [because the proportional contribution of the term $1 / N$ to the denominator of (12) decreases with time]. For the simulation shown in Figure 2, the bias in using (11) was only about $50 \%$ or less even for the extreme case of $N=N_{e}$, provided that 6 or more generations separated the two samples. For $t<3$, however, estimates of $N_{e}$ for plan I are very sensitive to the accuracy with which $N$ is estimated, so caution must be used in these cases. Because (11) appears in general to be a fairly robust estimator of $N_{e}$ for sampling after reproduction, the remaining analyses will focus on plan II sampling, for which $N$ is not a factor.

Comparison of $\hat{\boldsymbol{F}}_{\boldsymbol{c}}$ and $\hat{\boldsymbol{F}}_{\boldsymbol{k}}$ : For a locus with two alleles and equal sample sizes $S_{0}$ and $S_{t}, \hat{F}_{c}$ and $\hat{F}_{k}$ can be expressed as follows:

$$
\begin{aligned}
& \hat{F}_{c}=\frac{(x-y)^{2}}{(x+y) / 2-x y} ; \\
& \quad \hat{F}_{k}=\frac{(x-y)^{2}}{(x+y) / 2-[(x+y) / 2]^{2}}
\end{aligned}
$$

Except in the trivial case where both $x$ and $y=0$ or 1 , $[(x+y) / 2]^{2}$ is always larger than $[x y]$, so $\hat{F}_{k}$ is larger than $\hat{F}_{c}$ because it has a smaller denominator. This result can be seen in the simulations (Table 1). If there are more than two alleles, which estimator is smaller
depends on the allele frequencies in the samples. In simulations using three alleles, mean $\hat{F}_{c}$ was generally slightly smaller than mean $\hat{F}_{k}$ unless the initial frequency for the least common allele was less than about 0.02 (Table 1).

Because $\hat{F}$ appears as a positive term in the denominator of (11) and (12), smaller estimates of $F$ lead to larger estimates of $N_{e}$. In the simulations, overall accuracy of mean $\hat{F}_{c}$ and mean $\hat{F}_{k}$ as estimators of $N_{e}$ was very good, although both tended to overestimate $N_{e}$ slightly, with $\hat{F}_{k}$ frequently being more accurate because its larger value led to a lower estimate of $N_{e}$ (Table 1). However, mean $\hat{F}_{c}$ provided slightly more accurate estimates for loci with three alleles and extreme allele frequencies.

The good overall agreement of $\hat{N}_{e}$ with the actual value used in the simulations indicates that the formulae for $E(\hat{F})$ used to obtain (11) and (12) are very good approximations. These approximations are not quite so good if the distribution of allele frequencies at a locus is very uneven. In simulations using such frequencies, mean $\hat{F}_{c}$ and mean $\hat{F}_{k}$ were somewhat lower than given by the approximation for $E(\hat{F})$, leading to estimates of $N_{e}$ that were too high. However, as shown in Figure 3 for $\hat{F}_{k}$, this bias was relatively minor unless alleles with very low frequency were involved. For $K=2, N_{e}=100, S=50$, mean $\hat{F}_{k}$ overestimated $N_{e}$ by no more than about $20 \%$ through generation 10 unless initial allele frequency was greater than 0.95 . If diallelic loci with higher allele frequencies than 0.95 are used, the downward bias in $\hat{F}$ can be substantial and increases with $t$. For loci with three alleles, estimates of $N_{e}$ appear to be even less sensitive to the effects of allele frequency. Even with initial frequency of one allele as small as $0.01, \hat{N}_{e}$ was no more than $40 \%$ above true $N_{e}$ after 10 generations (Figure 3). Considering the difficulty in obtaining even approximate estimates of $N_{e}$ by other methods, this bias does not seem unduly large. Effects of allele frequency were somewhat less in simulations using larger values of $N_{e}$ or $S$.

Tajima and Nei (1984) disputed Pollak's (1983) claim that the variance of $\hat{F}_{k}\left[V\left(\hat{F}_{k}\right)\right]$ is approximately equal to $V\left(\hat{F}_{c}\right)$ for diallelic loci, and results of the simulations support the former authors: $V\left(\hat{F}_{c}\right)$ was slightly smaller than $V\left(\hat{F}_{k}\right)$ for all simulations with $K=$ 2 (Table 1). For $K=3$, both authors agreed that $V\left(\hat{F}_{c}\right)$ should be smaller if frequencies of the various alleles are fairly even; otherwise, $V\left(\hat{F}_{k}\right)$ should be smaller. Simulation results generally support this conclusion (Table 1). Apparently, however, it is not whether the allele frequencies are uneven, but whether the frequency of any single allele is small, that determines the relative values of $V\left(\hat{F}_{c}\right)$ and $V\left(\hat{F}_{k}\right)$. For $K=3, \hat{F}_{c}$ had a smaller variance in simulations with $N_{e}=100$, $S=50$ and initial frequencies $(0.5,0.4,0.1)$ and $(0.7$,

TABLE 1
Means, standard deviations (s), and estimates of $\boldsymbol{N}_{\boldsymbol{e}}$ for $\hat{\boldsymbol{F}}_{c}$ and $\hat{\boldsymbol{F}}_{\boldsymbol{k}}$


Results are from 5000 replicate simulations (equivalent to sampling 5000 loci) with indicated initial allele frequencies and $S=S_{0}=S_{t}=$ sample size. $t$ is the number of generations between samples; $K$ is the number of alleles per locus.
$0.2,0.1)$, while $V\left(\hat{F}_{k}\right)$ was smaller in all simulations with any single frequency less than 0.07 (Table 1).

All of the above results for plan II sampling also held for plan I sampling [when parametric $N$ was used in (12) to estimate $N_{e}$ ], except that the upward bias in $\hat{N}_{e}$ for diallelic loci was not as consistently observed. In some simulations, $\hat{F}_{k}$ led to estimates that were slightly too low, and those based on $\hat{F}_{c}$ were more accurate.

These differences in the properties of $\hat{F}_{c}$ and $\hat{F}_{k}$ having been noted, it must be pointed out that they do not result in major differences in the estimates of $N_{e}$. In no simulations did $\hat{N}_{e}$ differ by more than a few percent for mean $\hat{F}_{c}$ and mean $\hat{F}_{k}$. It appears that $V\left(\hat{F}_{c}\right)$ is always less than $V\left(\hat{F}_{k}\right)$ if $K=2$; however, the difference is not large, and even smaller differences were found in simulations with $K=3$. In practice, the choice of which estimator of $F$ to use has a relatively small effect on $\hat{N}_{e}$. This point is illustrated in Figure 4, which shows the distribution of $\hat{N}_{e}$ values based on $\hat{F}_{c}$ and $\hat{F}_{k}$ from a pair of simulations using very different initial conditions. To simplify presentation of the rest of the analyses, therefore, results are given for $\hat{F}_{k}$ only.

Distribution of $\hat{N}_{e}$ : Although the simulation results indicate that mean $\hat{F}$ computed over 5000 replicates provides an accurate estimate of $N_{e}, \hat{F}$ for natural populations must be based on far fewer loci. There-
fore, the usefulness of the temporal method also depends heavily on precision of $\hat{N}_{e}$. To evaluate precision, it might seem reasonable to compute the variance of $\hat{N}_{e}$, but there are two good reasons for not using this quantity. First, the distribution of $\hat{F}$ (on which $\hat{N}_{e}$ is based) is skewed, and Figures 4-7 show that the distribution of $\hat{N}_{e}$ also is far from normal unless a very large number of alleles is used. Second, from (11) it is clear that $\hat{N}_{e}$ is infinitely large if $\hat{F}$ is exactly equal to $\left[1 /\left(2 S_{0}\right)+1 /\left(2 S_{t}\right)\right]$, while $\hat{N}_{e}$ is negative if $\hat{F}$ is less than this quantity. In either case, computation of the variance of $\hat{N}_{e}$ is problematical.

A different approach is based on the observation (Lewontin and Krakauer 1973) that $n \hat{F} / E(\hat{F})$ [ $n=$ $\sum\left(K_{j}-1\right)=$ total number of independent alleles surveyed] is distributed approximately as chi square with $n$ degrees of freedom. Nei and Tajima (1981) reported a good fit for $\hat{F}_{c}$, but they examined plan I sampling only (and only for $K=2$ and $N=N_{e}$ ) and suggested that the approximation should be somewhat poorer if sampling is before reproduction. MuELLER et al. (1985) pointed out that many questions regarding the distribution of $\hat{F}$ remain to be answered.

To examine this topic more thoroughly, the distribution of $\hat{N}_{e}$ based on a variable number $(L)$ of loci was found by sampling with replacement from the single locus $\hat{F}$ values generated in the simulations. Two thousand such samples (each yielding a mean $\hat{F}_{k}$


Figure 3.-Effects of allele frequency on estimates of $N_{\epsilon}$. Results shown are for simulations with two alleles (A) or three alleles (B) at each locus and initial frequencies as indicated. Sampling was according to plan II; mean $\hat{F}_{k}$, based on 5000 replicate simulations of a single locus, was used to compute $\hat{N}_{e}$ using (11).
value) were drawn for each parameter set. In calculating the expected distribution of $\hat{N}_{e}$, the value of $\hat{F}$ corresponding to a given value of $\hat{N}$, was first computed from the relationship $E(\hat{F}) \approx 1 /\left(2 S_{0}\right)+1 /\left(2 S_{i}\right)$ $+t /\left(2 N_{e}\right)$. Next, the $\chi^{2}$ value was computed as $\chi^{2}=$ $n \hat{F} / E(\hat{F})$ using $E(\hat{F})=$ mean $\hat{F}$ observed in the simulations, and the corresponding $P$ value was found from a table of the $\chi^{2}$ distribution. For example, consider the simulation depicted in Figure 4B $\left(N_{e}=500, S_{0}=\right.$ $S_{t}=100,3$ alleles per locus $\left[P_{i}=0.9,0.07,0.03\right]$; mean $\hat{F}_{k}=0.0198$ at $t=10$ in this simulation), and assume we want the percentage of $\hat{N}_{e}$ values expected in the range $400-600$. This is equivalent to determining the probability that $\hat{F}$ lies between $\hat{F}=1 / 200+$ $1 / 200+10 / 800=0.0225$ and $\hat{F}=1 / 200+1 / 200+$ $10 / 1200=0.01833$. For estimates based on $L=20$ loci ( $n=40$ independent alleles), the $\chi^{2}$ values for the desired $N_{e}$ values are $\chi^{2}=40(0.0225) / 0.0198=45.45$ and $\chi^{2}=40(0.01833) / 0.0198=37.04$, respectively. From a table of the $\chi^{2}$ distribution with $n=40$ degrees of freedom, the probability that $\chi^{2}>37.04 \approx 0.61$ and the probability that $\chi^{2}>45.45 \approx 0.26$, so $\hat{N}_{e}$ is expected to be in the range $400-600$ with probability $0.61-0.26=0.35$. In the simulation, the actual proportion was 0.37 .

As noted above, trials for which $\hat{F} \leq\left[1 /\left(2 S_{0}\right)+1 /\right.$ ( $2 S_{t}$ )] lead to unusual results ( $\hat{N}_{e}=\infty$ or negative), but


Figure 4.-Comparison of $\hat{F}_{c}$ and $\hat{F}_{h}$ as estimators of $N_{c}$. Distributions shown are for $\hat{N}$, values based on 2000 mean $\hat{F}_{c}$ and mean $\hat{F}_{k}$ values sampled with replacement from single locus $\hat{F}$ values generated in the simulations. Results shown are for simulations with two alleles (A) or 3 alleles (B) at each locus and mean $\hat{F}$ values based on data for 5 loci (A) or 20 loci (B). Other initial parameters were as indicated. Sampling was according to plan II; $\hat{N}$, was computed using (11).
they can be interpreted in a straightforward manner. The quantity $\left[1 /\left(2 S_{0}\right)+1 /\left(2 S_{t}\right)\right]$ accounts for the expected "spurious" contribution to $\hat{F}$ that results from taking a finite sample of individuals for analysis. If $\hat{F}$ $\leq\left[1 /\left(2 S_{0}\right)+1 /\left(2 S_{t}\right)\right]$, all of the temporal differences in allele frequency can be explained by sampling error without invoking genetic drift at all (i.e., there is no evidence that $N_{e}$ is finite). In this case, the only feasible estimate of $N_{e}$ is infinity, as noted by Laurie-Ahlberg and Weir (1979) and Hill (1981) in a similar context using linkage disequilibrium data. A related phenomenon (a negative estimate for a parameter normally constrained to be non-negative) can occur with estimates of genetic distance of $F_{s t}$ corrected for sampling errors (Nei 1978; Nei and Chesser 1983; Weir and Cockerham 1984). In Figures 4-7, estimates of $N_{e}$ corresponding to $\hat{F} \leq\left[1 /\left(2 S_{0}\right)+1 /\left(2 S_{t}\right)\right]$ have been plotted in the category that includes $N_{e}=\infty$.

It turns out that the $x^{2}$ approximation is actually quite good for either sampling plan for a broad range of initial conditions (Figures 5-6). Substantial departures from the $\chi^{2}$ distribution were found only for


Figure 5.-Comparison of the $\chi^{2}$ distribution ("expected") with observed distribution of $\hat{N}_{e}$ computed using 2000 two-locus mean $\hat{F}_{k}$ values sampled with replacement from single locus $\hat{F}$ values generated in the simulations. Each locus had two alleles. Initial parameters were as indicated. Sampling was according to plan II; $\hat{N}$, was computed using (11).
simulations with low frequencies of one or more alleles. For example, for $K=2, N_{e}=100, S=50$, and $t=3$, the observed distribution of $\hat{N}_{e}$ based on data for 2 loci was very close to that expected even with initial allele frequency as high as 0.95 (Fig. 5A). For extreme allele frequencies ( $P=0.99$; Figure 5 B ), the observed distribution of $\hat{N}_{e}$ was narrower than the chi square, particularly as $t$ increased or more loci were used to compute mean $\hat{F}$. For simulations with $K=3$, the fit also was quite good unless some alleles were at very low frequency. With $N_{e}=100, S=50, t=10$, and $\hat{N}_{e}$ based on data for 5 loci, very close agreement was found for $P_{i}=(0.7,0.2,0.1)$, but the distribution of $\hat{N}_{e}$ was noticeably narrower than the chi square for $P_{i}=(0.96,0.02,0.02)$ (Figure 6, A and B).

As noted by Nei and Tajima (1981), the quantity $(K-1) s_{F}^{2} / \bar{F}^{2}$ provides an indication of how close the distribution of $n \hat{F} / E(\hat{F})$ is to the $\chi^{2}$, a value of exactly 2 expected for a perfect fit. Results in Tables 1 and 2 indicate that observed values for both $\hat{F}_{c}$ and $\hat{F}_{k}$ were generally slightly lower than 2 , indicating less dispersion (a narrower distribution) than the $\chi^{2}$. $(K-1) s_{F}^{2} / \bar{F}^{2}$ was smaller for $\hat{F}_{c}$ in all simulations using two alleles, but was smaller for $\hat{F}_{k}$ with $K=3$ except


Figure 6.-As in Figure 5, but each locus had three alleles. Mean $\hat{F}_{k}$ was computed using data for the number of loci indicated in each graph.
for the case of completely even initial allele frequencies $\left(P_{i}=1 / 3,1 / 3,1 / 3\right)$.

Confidence interval (CI) for $N_{e}$ : Because the skewed distribution of $\hat{F}$ makes $V(\hat{F})$ and $V\left(\hat{N}_{\epsilon}\right)$ generally unsuitable for computing CIs for point estimates of $N_{e}$, Nei and Tajima (1981) suggested using instead the $\hat{N}_{e}$ values corresponding to $\hat{F}$ values for the $2.5 \%$ and $97.5 \%$ cumulative probabilities of the $\chi^{2}$ distribution. CIs they provided indicate that they computed the $95 \% \mathrm{CI}$ for $\hat{F}$ as

$$
\begin{equation*}
95 \% \text { CI for } \hat{F}=\left[\frac{\chi^{2}{ }_{0.975[n]} \hat{F}}{n}, \frac{\chi^{2}{ }_{0.025[n]} \hat{F}}{n}\right] \tag{15}
\end{equation*}
$$

This method, however, is only asymptotically correct


Figure 7.-Distribution of $\hat{N}_{e}$ as a function of sample size ( $S=$ $S_{0}=S_{t}$ ), number of generations $(t)$ between samples, and number of loci ( $L$ ) used to compute $\hat{F} . \hat{N}_{e}$ was computed for 2000 mean $\hat{F}_{k}$ values sampled with replacement from single locus $\hat{F}$ values generated in the simulations. Simulations used either two (A) or three (B) alleles per locus; effective population size and initial allele frequencies were as indicated. Vertical bars show results for reference simulations; lines with symbols show distribution of $\hat{N}$, values as $S, L$, and $t$ were independently doubled.
for large $n$. When $\hat{F}$ is based (as it must be) on a finite number of alleles, CIs computed using (15) will be biased upward and will include the true value of $F$ less than $95 \%$ of the time. If we note that $F$ is actually a variance of allele frequencies, the quantity $n \hat{F} / E(\hat{F})$ can be represented as $n s^{2} / \sigma^{2}$, and it is clear that the appropriate formula is that for the CI of a variance (e.g., Sokal and Rohlf 1969, p. 153):

$$
\begin{equation*}
(1-\alpha) \mathrm{CI} \text { for } \hat{F}=\left[\frac{n \hat{F}}{\chi_{\alpha / 2[n]}^{2}}, \frac{n \hat{F}}{\chi^{2}{ }_{1-\alpha / 2[n]}}\right] \tag{16}
\end{equation*}
$$

These bounds for the estimate $\hat{F}$ can be used to calculate the CI for $\hat{N}_{e}$ using (11) or (12). That this approach generally leads to CIs with the desired properties (a proportion $1-\alpha$ of the CIs containing the true value of $N_{e}$, with the remainder equally divided between CIs that are too high and too low) is demonstrated in Table 2. If anything, CIs computed using (16) do tend to be slightly conservative because the distribution of $\hat{F}_{k}$ is usually slightly narrower than the $\chi^{2}$, but even this effect is small in most cases. Poor
results are obtained only for conditions where the estimate $\hat{N}_{e}$ is substantially biased, which may occur if alleles with frequencies very close to the boundaries $(0,1)$ are used.

Example: Allele frequency data for the esterase A and B loci in Dacus olea presented by Krimbas and Tsakas (1971) were reanalyzed by Nei and Tajima (1981), and some of their results are shown in Table 3. The correction terms for finite sampling [ $1 /\left(2 S_{0}\right)+$ $\left.1 /\left(2 S_{t}\right)\right]$ were small, reflecting the large number of flies (281-474) examined. Sampling was apparently according to plan II, and an estimated $t=4$ generations elapsed between the 1966 and 1967 samples. Because Nei and Tajima used (12) to compute $\hat{N}_{e}$, the estimate of $N_{e}$ would be the same under the present model. However, the CIs for $\hat{N}_{e}$ reported by Nei and Tajima [apparently using (15)] are uniformly higher than those computed using (16).

One point regarding these data that has not been discussed is that they include a large number of alleles at low frequency. Based on allele frequencies for 1966-1967 given by Krimbas and Tsakas (1971), of the 17 alleles for locus $A, 13$ have mean frequency less than 0.05 , and 5 of these are at frequency less than 0.01 . For locus $B$ ( 13 total alleles), the numbers are 10 and 4 , respectively. It is reasonable to ask whether estimates of $N_{e}$ (or their CIs) can be relied upon under these circumstances. Although none of the simulations reported here used the large number of alleles found at these esterase loci, the one depicted in Figure 6C $\left[N_{e}=500, S_{0}=S_{t}=400, t=3, P_{i}=\right.$ $(0.5,0.495,0.005), \hat{F}$ based on data for 10 loci $(n=$ 20 independent alleles)] mimics the real situation in most other respects. Under these conditions, the distribution of $\hat{N}_{e}$ was close to the chi square distribution (Figure 6C), and other data for the same simulation (Table 2) suggest that the confidence intervals for $\hat{N}_{e}$ computed using (16) are, if anything, slightly conservative.

## DISCUSSION

The importance of the parameter $N_{e}$ to many aspects of biology dictates that any method that can provide reasonable estimates of effective population size merits serious attention. The temporal method for analyzing allele frequency change is one such approach, but previous treatments have adopted a rather restrictive model that created doubts about the general usefulness of the method. For example, in the N -T model, it was necessary to assume that the effective population size consisted of $N_{e}$ breeding individuals, with the distribution of progeny number per parent being binomial. This corresponds to an "ideal" population as defined by Kimura and Ohta (1971) but is not likely to be an adequate description of most natural populations. The present treatment shows that

TABLE 2
Properties of $\hat{F}_{k}$ as an estimator of $\boldsymbol{N}_{\boldsymbol{\epsilon}}$


Results are from 5000 replicate simulations (equivalent to sampling 5000 loci) with indicated initial allele frequencies and $S=S_{0}=S_{t}=$ sample size. $t$ is the number of generations between samples; $K$ is the number of alleles per locus. CIs for $\hat{N}_{e}$ were based on CIs for mean $\hat{F}_{k}$ and were computed using (16). For each parameter set, 2000 mean $\hat{F}$ values were computed, each based on $\hat{F}$ values for 2 or 20 loci obtained by sampling with replacement from single locus $\hat{F}$ values in simulations. " $C$ " indicates CI contained true value of $N_{e}$, $L$ " indicates CI was too low, and " $H$ " indicates CI was too high.

TABLE 3
CI for $\hat{\mathbf{N}}_{\boldsymbol{e}}$ for Dacus olea computed using two methods

| Locus | $n$ | $\hat{F}_{e}$ | $\left[\frac{1}{2 S_{o}}+\frac{1}{2 S_{t}}\right]$ | $\hat{N}_{e}$ | 95\% CI for $\hat{N}_{\text {, }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Equation 15 | Equation 16 |
| A | 16 | 0.00609 | 0.00266 | 583 | 240, $\infty$ | 175, 2788 |
| $B$ | 12 | 0.00474 | 0.00285 | 1056 | 314, $\infty$ | 198, $\infty$ |
| $A+B$ | 28 | 0.00551 | $0.00274^{\text {a }}$ | 722 | 332, 7408 | 273, 2739 |

Based on allele frequency data for period 1966-1967 (Krimbas and Tsakas 1971). $\hat{F}_{c}$ and CI for $\hat{N}_{e}$ based on (15) are from Nei and Tajima (1981). $n$ is the number of independent alleles (one less than the total number of alleles) sampled at each locus. $\hat{N}$ e was computed using (11) assuming plan II sampling and $t=4$ generations elapsed between two samples.
${ }^{\circ}$ Harmonic mean for $A$ and $B$.
this restrictive assumption regarding the breeding individuals is unnecessary; $\hat{N}_{e}$ computed from allele frequency data can be interpreted in a completely general way, corresponding to the variance effective number (Crow 1954; Crow and Denniston 1988).

Other authors using the temporal method have either (a) considered just one type of sampling scheme (Schaffer, Yardley and Anderson 1977; Pamilo and Varvio-Aho 1980; Wilson 1980), or (b) examined only special cases of sampling plans I and II (NeI and Tajima 1981; Pollak 1983). The latter authors considered plan II only for the case $N \gg N_{e}$, but it is clear from the model used here that $\hat{F}$ (and hence $\hat{N}_{e}$ ) is independent of $N$ if sampling is before reproduc-
tion. Total population size must be considered if sampling is after reproduction (plan I), but the restriction that $N=N_{e}$ imposed by Nei and Tajima (1981) is unnecessary. Furthermore, because results for plans I and II converge rapidly if the ratio $r=N / N_{e}$ is larger than about 2, an adequate approximation to plan I sampling often will be possible even if $N$ is not known exactly.

Robustness of assumptions: The present model thus demonstrates the general applicability of the temporal method to a wide variety of organisms. The usefulness of the method in practical terms will be discussed below, but first it is worthwhile to consider briefly the importance of some other assumptions
common to the current model and those previously proposed.

Constant $N_{e}$. If $N_{e}$ changes over time, then $\hat{N}_{e}$ computed from (11) or (12) estimates the harmonic mean of the effective population sizes in the individual generations (Nei and Tajima 1981; Pollak 1983).
Discrete generations. Hill (1979) showed that a discrete generation model yields robust estimates of $N_{e}$ if generations overlap, provided that the population is demographically stable. If demographic parameters change over time, $\hat{F}$ may be biased upwards, leading to an estimate of $N_{e}$ that is too small (Pollak 1983).

Neutral alleles. Selection may cause $\hat{F}$ to be either higher or lower than the expectation under pure drift conditions. Nicholas and Robertson (1976) and Pollak (1983) showed that selection of constant intensity has a minor effect on $\hat{F}$ if $t / N_{e}$ is small, as will typically be the case for the temporal method. MuelLER et al. (1985), however, showed that under symmetric variable selection [Gillespie's (1978) SAS-CFF model], $\hat{N}_{e}$ is biased downwards.
No mutation. The time scale feasible for most potential uses of the temporal method means that mutation can safely be ignored.

No migration. In a subdivided population, $\hat{N}_{e}$ may be strongly affected by migration between subpopulations. Under these conditions, it is also important to consider how the samples for genetic analysis are drawn; i.e., are they taken randomly from the entire population, or from some smaller unit? See Nei and Tajima (1981) for a discussion of these points.

Practical considerations: A researcher faced with inevitable constraints on time and resources needs a strategy to maximize precision for a given effort. For this purpose, it is useful to examine an approximate expression for the variance of $\hat{N}_{e}$ (Pollak 1983; Equations 28-29):

$$
\begin{align*}
V\left(\hat{N}_{e}\right) & \approx\left[\frac{8 N_{e}^{4}}{t^{2} n}\right]\left[t /\left(2 N_{e}\right)+1 /\left(2 S_{0}\right)+1 /\left(2 S_{t}\right)\right]^{2}  \tag{17}\\
& =\left[\frac{8 N_{e}^{4}}{n}\right]\left[\frac{1}{4 N_{e}^{2}}+\frac{1}{N t \tilde{S}}+\frac{1}{t^{2} \tilde{S}^{2}}\right]
\end{align*}
$$

In (17) $\tilde{S}$ is the harmonic mean of $S_{0}$ and $S_{t}$, which are presumed to be the same for each locus. It is clear from (17) that increasing sample size can be expected to have the same effect on precision as the same proportional increase in time between samples. It can also be shown that if $t \tilde{S} / N_{e}>\sqrt{2}$, increasing the number of loci (or alleles) has a relatively greater effect on precision than does an increase in $\tilde{S}$ or $t$, while increasing sample size or time between samples is more effective if $t \tilde{S} / N_{e}<\sqrt{2}$. In practice, the effects of $n$ are very similar to those of $\tilde{S}$ and $t$ unless $t \tilde{S} / N_{e}$ is much larger or smaller than $\sqrt{2}$. For two sets of simulations with very different initial conditions $[t \tilde{S} /$
$N_{e}=3 \times 50 / 100=1.5($ Figure 7A),$=3 \times 100 / 500$ $=0.6$ (Figure 7 B$)]$, precision increased by about the same degree whether sample size, number of alleles surveyed, or number of generations between samples was doubled. Naturally, increasing all three items simultaneously is the best way to ensure greater precision.

Meaningful information about effective population size generally cannot be obtained unless some minimum experimental conditions are satisfied. First, data for a number of independent alleles are required. Use of uncommon alleles will increase precision of $\hat{N}_{e}$ without causing appreciable bias provided they are not at very low frequency. It appears that the primary factor leading to bias is not rare alleles per se, but the absence of alleles at intermediate frequency. Problems are most likely to occur for loci with a single allele at high frequency and the remaining alleles at low frequency, and even then bias may be small unless $t$ is large. In cases where bias is a concern, some lumping of alleles may be desirable. Second, 50 individuals would appear to be a minimum sample size for reasonable precision unless a large number of loci can be surveyed. Because it will often be easier to increase sample size than either the number of polymorphic loci surveyed or the elapsed time of the experiment, those using the temporal method should consider using 100 or more individuals whenever possible.

Finally, a point that has not been fully appreciated is that the temporal method is not equally well suited to the analysis of populations of all sizes. Pollak (1983) argued that indirect methods of estimating effective population size are necessary only if $N_{e}$ is very large, but it is in just such cases that the temporal method is least reliable. Because the term $t /\left(2 N_{e}\right)$ contributes proportionally less to $\hat{F}$ as $N_{e}$ increases, the effects of genetic drift in large populations may be swamped by sampling error. As a result, often it will be difficult to distinguish a large population from an infinitely large one.

As pointed out by Nei and Tajima (1981), precision for the temporal method increases with the ratio $S / N_{e}$, which means that populations with small $N_{e}$ are most effectively studied. The temporal method should thus be useful in the field of conservation biology, where inbreeding depression and loss of genetic variability due to small effective population size are a major concern. The total number of individuals can be fairly large even in populations with limited $N_{e}$, particularly for species with high fecundity and juvenile mortality. Examples include many plants, insects, and marine organisms with planktonic larvae. In such cases, it may be very difficult to obtain even an approximate idea of effective population size by other methods, and the temporal approach can be very useful in determining whether $N_{e}$ is small relative to
$N$. The temporal method does not always yield a small $\hat{N}_{e}$ for populations with small effective size, as shown in Figures $4-7$, but $\hat{N}_{e}$ is unlikely to be small if true $N_{e}$ is large (Figures $4 \mathrm{~B}, 6 \mathrm{C}$ and 7 B ), provided the number of individuals and loci samples are adequate. Therefore, although large estimates of $\hat{N}_{e}$ may be ambiguous, small $\hat{N}_{e}$ values can be a reliable indication that effective population size is indeed limited.

I am grateful to JOSEPH Felsenstein for suggesting important aspects of the model used and to him, Ranajit Chakraborty, Peter Smouse and John Wilson for helpful discussions. Comments of Jerome Pella, John Wilson and three anonymous reviewers on earlier drafts of the manuscript are appreciated. This research was supported in part by a National Research Council Research Associateship to the author.
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## APPENDIX

The N-T model: The current model can be related to that used by Nei and Tajima (1981; the "N-T" model) and Pollak (1983) in the following way. If $V(x)$ and $V(y)$ are defined with respect to the allele frequency $\left(P^{\prime}\right)$ in the $N$ individuals making up the total population in generation zero, then, for either sampling plan, the sample at time $t=$ 0 is hypergeometric from a population of $N$ individuals, so

$$
\begin{equation*}
V(x)=E\left(x-P^{\prime}\right)^{2}=\frac{P^{\prime}\left(1-P^{\prime}\right)}{2 S_{0}}\left[1-\frac{\left(2 S_{0}-1\right)}{(2 N-1)}\right] \tag{Al}
\end{equation*}
$$

Nei and Tajima (1981) showed that if $N_{e}=N$ and sampling is after reproduction (plan I),

$$
\begin{gather*}
V(y)=E\left(y-P^{\prime}\right)^{2} \\
=P^{\prime}\left(1-P^{\prime}\right)\left[1-\left(1-\frac{1}{2 N}\right)^{\imath-1}\left(1-\frac{1}{2 S_{t}}\right)\right] \tag{A2}
\end{gather*}
$$

while the corresponding equation for plan II is

$$
\begin{align*}
V(y)=P^{\prime}\left(1-P^{\prime}\right)[1- & \left(1-\frac{1}{2 S_{t}}\right)\left(1-\frac{1}{2 N_{e}}\right)^{t-1} \\
& \left.\cdot\left(1-\frac{1}{2 N_{e}}\left[1-\frac{2 N_{e}-1}{2 N-1}\right]\right)\right] \tag{A3}
\end{align*}
$$

Pollak (1983) pointed out that the restriction $N_{e}=N$ for plan I is not necessary, but he incorrectly identified (A2) as the proper expression for $V(y)$ if $N>N_{e}$. This ignores the hypergeometric sampling of the $N_{e}$ breeding individuals in the initial generation. In fact, $V(y)$ is identical for the two sampling plans and is correctly given by (A3), which reduces to (A2) for plan I if $N_{e}=N$ [plan II is subject to the restriction that $\left.N \geq\left(N_{e}+S_{0}\right)\right]$.

Therefore, for the N-T model, the variance of $(x-y)$ is given by

$$
\begin{align*}
V(x-y)= & E(x-y)^{2}=V(x)+V(y)-2 \operatorname{Cov}(x, y) \\
= & P^{\prime}\left(1-P^{\prime}\right)\left\{\frac{1}{2 S_{0}}\left(1-\frac{2 S_{0}-1}{2 N-1}\right)+1\right.  \tag{A4}\\
& -\left(1-\frac{1}{2 S_{t}}\right)\left(1-\frac{1}{2 N_{e}}\right)^{t-1} \\
& \left.\cdot\left(1-\frac{1}{2 N_{e}}\left[1-\frac{2 N_{e}-1}{2 N-1}\right]\right)\right\}-2 \operatorname{Cov}(x, y)
\end{align*}
$$

for both plans I and II. As in the current model, $V(x)$ and $V(y)$ are identical for plans I and II, but in general $V(x-y)$ differs because $\operatorname{Cov}(x, y)$ is not the same for the two sampling plans. The covariance terms differ from those in the current model because $P^{\prime}$, rather than $P$, is used as a point of
reference. In plan I of the N-T model, $S_{0}$ and $S_{t}$ are independent with respect to $P^{\prime}$, so $\operatorname{Cov}(x, y)=0$. If sampling is according to plan II, the genes drawn for $S_{0}$ and $N_{e}$ in the initial generation are negatively correlated, as, therefore, are $x$ and $y$. Nei and Tajima and Pollak examined plan II only for $N \gg N_{e}$, in which case $\operatorname{Cov}(x, y)$ may be safely ignored. However, as shown below, this restriction is not necessary.

Relationship with present model: The N-T model and the model used here should be equivalent if $N$ is infinitely large, because in that case $P^{\prime}=P$ and it does not matter which is used as a point of reference. This can be verified by substituting $N=\infty$ in (A1) and (A3), which then reduce to (1) and (4), respectively. It is also possible to derive $V(x-y)$ for the present model from the corresponding expression (A4) for the N-T model. To do this, $P^{\prime}\left(1-P^{\prime}\right)$ in (A4) must be expressed in terms of $P(1-P)$ :

$$
\begin{aligned}
E\left[P^{\prime}\left(1-P^{\prime}\right)\right] & =E\left(P^{\prime}\right)-E\left(P^{\prime 2}\right)=P-\left[V\left(P^{\prime}\right)+P^{2}\right] \\
& =P-P^{2}-\frac{P(1-P)}{2 N}=P(1-P)[1-1 /(2 N)]
\end{aligned}
$$

Consider first plan $\mathrm{I}[\operatorname{Cov}(x, y)=0]$. If $P(1-P)[1-1 /(2 N)]$ is substituted for $P^{\prime}\left(1-P^{\prime}\right)$ in (A4):
$V(x-y)=P(1-P)[1-1 /(2 N)] \times\left\{\frac{1}{2 S_{0}}\left(1-\frac{2 S_{0}-1}{2 N-1}\right)\right.$

$$
\left.+1-\left(1-\frac{1}{2 S_{t}}\right)\left(1-\frac{1}{2 N_{e}}\right)^{t-1}\left(1-\frac{1}{2 N_{e}}\left[1-\frac{2 N_{e}-1}{2 N-1}\right]\right)\right\},
$$

the result, after some manipulation, is (7). That is, the two ways of expressing $V(x-y)$ are equivalent.

This equivalence can be used to calculate $\operatorname{Cov}(x, y)$ for plan II in the N-T model. In comparing $V(x, y)$ for plans I and II in the N -T model, we see that the difference is $-2 \operatorname{Cov}(x, y)$, while in the present model the difference is $P(1-P) / N$. Therefore,

$$
\begin{aligned}
-2 \operatorname{Cov}(x, y) & =\frac{P(1-P)}{N}=\frac{P^{\prime}\left(1-P^{\prime}\right)}{N} \frac{(2 N)}{2 N-1} \\
\operatorname{Cov}(x, y) & =-\frac{P^{\prime}\left(1-P^{\prime}\right)}{2 N-1}
\end{aligned}
$$

For plan II sampling in the N-T model, $\operatorname{Cov}(x, y)$ is a decreasing function of $N$, while $V(x)$ and $V(y)$ [given by (A1) and (A4)] increase with $N$. The net result is that $V(x-y)$ is virtually independent of $N$ for plan II in the N-T model; to a very good approximation, its value is given by

$$
V(x-y)=P^{\prime}\left(1-P^{\prime}\right)\left[\frac{1}{2 S_{0}}+1-\left(1-\frac{1}{2 N_{e}}\right)^{t}\left(1-\frac{1}{2 S_{t}}\right)\right],
$$

