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Asimple model for the evolution of closer linkage between two linked loci was outlined by R. A. Fisher in 1930. Though unaccompanied by any theoretical analysis Fisher's brief discussion was the basis for most of the subsequent analysis of the interaction between selection and linkage. The first attempt at a specific analysis of the two locus case was by Wright (1952) using a simple symmetric viability model. Kimura (1956) analyzed a model which showed how natural selection could give rise to closer linkage between two loci. Lewontin and Kojima (1960) later derived equilibrium frequencies and stability conditions for some further special two locus cases which illustrated the importance of the interaction between linkage and viability interactions. The interaction between selection and linkage in evolution was extensively reviewed by Bodmer and Parsons (1962). Their analysis of the two locus case placed special emphasis on the effects of linkage on the conditions for the increase of newly arisen gene complexes. Many papers have appeared since this review which extend these earlier results in various directions. In particular there has been some emphasis on more

[^0]penetrating numerical investigations of the two locus case (Kouima 1965; Lewontin 1964 a,b,c; Parsons 1963 a,b; Jain and Allard 1965; Singh and Lewontin 1966) and on evaluating the effects of inbreeding on the interaction between selection and linkage (Jain and Allard 1966). The main aim of this paper is to provide the theoretical background for some of the results given by Bodmer (in Bodmer and Parsons 1962) and to extend and amplify the treatment of the two locus case with random mating. No specific attempt will be made to review all of the more recent literature though we have endeavored to include most of the relevant papers in the list of references.

After reviewing the derivation of the general equations we obtain a necessary condition on the viabilities for the existence of a "linkage equilibrium" and show that this is satisfied by simple multiplicative and additive models. We determine next the nature of the equilibria given by a general symmetrical model and then examine the conditions for the increase of newly produced gametic combinations. Finally we shall make some attempt to synthesize the overall properties of the two locus, random mating equations.

## 1. The General Model

In a random mating diploid population with discrete generations, the fitness of any genotype will be proportional to the probability of its survival to maturity multiplied by its fertility. Bodmer (1965) has shown that if the fertility of a mating is the product of the fertility values of the parents, Hardy-Weinberg proportions will obtain in the offspring provided that the fertility values of the sexes are the same. These conditions are assumed to hold in all the following derivations. In addition, we ignore random fluctuations in gene frequencies, even when these are small, and assume that population sizes are infinite.

Let the frequencies of chromosomes $A B, A b, a B$ and $a b$ be given by $x_{1}, x_{2}, x_{3}$ and $x_{4}$ and let $w_{i j}$ be the fitness of a zygote consisting of chromosome types $i$ and $j$. The derived scheme of genotype fitnesses and frequencies is shown in Table 1 in two forms. Table 1a lists them according to the gametic contributions from the parents while Table 1b lists them according to their states at the two loci. Bodmer and Parsons (1962), and others, showed that the equations for change in the $x_{i}$ are given by

$$
\begin{align*}
x_{1}^{\prime} & =\left[x_{1} w_{1}-r\left(w_{14} x_{1} x_{4}-w_{23} x_{2} x_{3}\right)\right] / \bar{w}  \tag{1a}\\
x_{2}^{\prime} & =\left[x_{2} w_{2}+r\left(w_{14} x_{1} x_{4}-w_{23} x_{2} x_{3}\right)\right] / \bar{w}  \tag{1b}\\
x_{3}^{\prime} & =\left[x_{3} w_{3}+r\left(w_{14} x_{1} x_{4}-w_{23} x_{2} x_{3}\right)\right] / \bar{w}  \tag{1c}\\
x_{4}^{\prime} & =\left[x_{4} w_{4}-r\left(w_{14} x_{1} x_{4}-w_{33} x_{2} x_{3}\right)\right] / \bar{w}
\end{align*}
$$

(1d)
where $r$ is the recombination fraction between the loci $A$ and $B$,

$$
\begin{equation*}
w_{i}=\sum_{j=1}^{4} x_{j} w_{i j}, \quad \text { for } i=1,2,3,4 \tag{2}
\end{equation*}
$$

and

$$
\begin{aligned}
\bar{w} & =x_{1} w_{1}+x_{2} w_{2}+x_{3} w_{3}+x_{4} w_{4} \\
& =\sum_{i=1}^{4} \sum_{j=1}^{4} x_{i} x_{j} w_{i j}
\end{aligned}
$$

TABLE 1
Fitnesses and frequencies of genotypes
(a)

|  | $A B$ | $A b$ | $a B$ | $a b$ |
| :---: | :---: | :---: | :---: | :---: |
| $A B$ | $w_{11}$ | $w_{12}$ | $w_{13}$ | $w_{14}$ |
|  | $x_{1} x_{1}$ | $x_{1} x_{2}$ | $x_{1} x_{3}$ | $x_{1} x_{4}$ |
| $a B$ | $w_{12}$ | $w_{22}$ | $w_{23}$ | $w_{24}$ |
|  | $x_{2} x_{1}$ | $x_{2} x_{2}$ | $x_{2} x_{3}$ | $x_{2} x_{4}$ |
| $a b$ | $w_{13}$ | $w_{23}$ | $w_{33}$ | $w_{34}$ |
|  | $x_{3} x_{1}$ | $x_{3} x_{2}$ | $w_{34}$ | $x_{3} x_{4}$ |
|  | $w_{14}$ | $w_{24}$ | $x_{4} x_{3}$ | $x_{44} x_{4}$ |

(b)

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | :---: | :---: |
| $A A$ | $w_{11}$ | $w_{12}$ | $w_{22}$ |
|  | $x_{1}^{2}$ | $2 x_{1} x_{2}$ | $x_{2}^{2}$ |
| $a$ | $w_{13}$ | $w_{14}, w_{23}$ | $w_{24}$ |
|  | $2 x_{1} x_{3}$ | $2 x_{1} x_{4}, 2 x_{2} x_{3}$ | $2 x_{2} x_{4}$ |
|  | $w_{33}$ | $w_{34}$ | $w_{44}$ |
|  | $x^{2}$ | $2 x_{2} x_{1}$ | $x^{2}$ |

The frequencies of the gametes $A B, A b, a B$ and $a b$ are $x_{1}, x_{2}, x_{3}$ and $x_{1}$ respectively. $w_{i j}$ is the fitness of the genotype formed by the combination of the $i$ th with the $j$ th gamete. Assuming random mating, this has a frequency $2 x_{i} x_{j}, i \neq j$ and $x_{i}^{2}, i=j$.

These equations are similar to those derived by Lewontin and Kourma (1960) but allow for a difference between the fitnesses of coupling and repulsion doubleheterozygotes. Note that the numbering of the gamete types differs from that in Bodmer and Parsons (1962).

We shall make use of the parameter $D=x_{1} x_{4}-x_{2} x_{3}$, which is a measure of gametic interaction. The gamete frequencies can be expressed as functions of $p_{1}=$ $x_{1}+x_{2}$, the frequency of $A, p_{2}=x_{1}+x_{3}$, the frequency of $B$, and $D$, the gametic interaction as follows:

$$
\begin{align*}
& x_{1}=p_{1} p_{2}+D \\
& x_{2}=p_{1}\left(1-p_{2}\right)-D \\
& x_{3}=\left(1-p_{1}\right) p_{2}-D  \tag{3}\\
& x_{4}=\left(1-p_{1}\right)\left(1-p_{2}\right)+D
\end{align*}
$$

$D$ thus measures the difference between the frequency of the gamete $A B$ and the frequency which would be obtained if alleles $A$ and $B$ were randomly associated in the population, and similarly for other gametic types. $D$ has often been referred to as the "linkage disequilibrium" parameter, and more recently as the "gametic phase unbalance" (Jain and Allard 1966).

## 2. The Condition for the Existence of a Nontrivial Equilibrium with $\mathrm{D}=0$

When $D=0$, the gamete frequencies can be expressed as the products of the appropriate gene frequencies, so that the two loci are effectively independent. It
is a classical result due to Jennings (1917) that, in the absence of selection, the gamete frequencies approach this state at a rate $1-r$. However in the presence of selection, even when $r=1 / 2$, this is no longer true as was pointed out by Wright (1952) for a special set of symmetric viabilities. $|D|$ has a maximum value of $1 / 4$, when either $x_{1}=\mathrm{x}_{4}=0$ and $x_{2}=x_{3}=1 / 2$ or $x_{1}=x_{4}=1 / 2$ and $x_{2}=$ $x_{3}=0$, representing the maximum possible disturbances from independence between the loci. Bodmer and Parsons (1962) outlined the derivation of a general condition that must be satisfied by the selective values in order for a nontrivial equilibrium with $D=0$ to exist (see also Moran 1964 and Lewontin 1964a,b).

Assume for simplicity that $w_{14}=w_{23}$ so that equations (1) take the form

$$
\begin{array}{ll}
\bar{w} x_{i}^{\prime}=x_{i} w_{i}-r w_{14} D, & \text { for } i=1,4 \\
\bar{w} x_{i}^{\prime}=x_{i} w_{i}+r w_{14} D, & \text { for } i=2,3
\end{array}
$$

Then a nontrivial equilibrium with $D=0$ will only exist if $w_{i}=\bar{w}$ for all $i$. These equations together with $D=0$ and $x_{1}+x_{2}+x_{3}+x_{4}=1$ impose a single condition on the viabilities which, using equations (3), is given by eliminating $p_{1}, p_{2}$ and $\bar{w}$ from the following four equations.
(5) $p_{1} p_{2}\left(w_{i 1}-w_{i 2}-w_{i 3}+w_{i 4}\right)+p_{1}\left(w_{i 2}-w_{i 4}\right)+p_{2}\left(w_{i 3}-w_{i 4}\right)-\bar{w}=-w_{i 4}$, for $i=1,2,3,4$
Applying Cramer's rule for the solution of a set of simultaneous linear equations and expressing the fact that $p_{1} p_{2}=p_{1} \times p_{2}$ the condition can be written in the form
(6) $\left|\begin{array}{lllll}w_{11}-w_{12}-w_{13}+w_{14} & w_{12}-w_{14} & w_{13}-w_{14} & -1 \\ w_{21}-w_{22}-w_{2}+w_{24} & w_{22}-w_{24} & w_{23}-w_{24} & -1 \\ w_{31}-w_{32}-w_{33}+w_{34} & w_{32}-w_{34} & w_{33}-w_{34} & -1 \\ w_{41}-w_{42}-w_{43}+w_{44} & w_{42}-w_{44} & w_{43}-w_{44} & -1\end{array}\right|\left|\begin{array}{llll}w_{12}-w_{14} & w_{13}-w_{14} & -1 & -w_{14} \\ w_{22}-w_{24} & w_{23}-w_{24} & -1 & -w_{24} \\ w_{32}-w_{34} & w_{33}-w_{34} & -1 & -w_{34} \\ w_{42}-w_{44} & w_{43}-w_{44} & -1 & -w_{44}\end{array}\right|$

There is no obvious general parametrization for the selective values which encompasses this single condition although there are two interesting special cases, the "additive" and the "multiplicative" models for which it is satisfied.

## 3. The Additive Viability Model

When $w_{i 1}-w_{i 2}-w_{i 3}+w_{i 4}=0$ for all $i$ equation (6) is clearly satisfied. In this case the fitnesses can be expressed in the form given in Table 2 assuming the coupling and repulsion heterozygote fitnesses are equal, i.e., $w_{14}=w_{23}$. It can then easily be shown that

$$
p_{1}=\left(a_{2}-a_{3}\right) /\left(2 a_{2}-a_{1}-a_{3}\right) \quad \text { and } \quad p_{2}=\left(b_{2}-b_{3}\right) /\left(2 b_{2}-b_{1}-b_{3}\right)
$$

corresponding to the relevant solutions for the two loci considered separately, is a unique solution. Thus equations (4) give, at equilibrium when $x_{1}{ }_{1}=x_{i}$, and dividing each by $x_{i}$ and taking the second and third from the first and fourth equations

TABLE 2
Fitness scheme for the additive model

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | :---: | :---: |
| $A A$ | $w_{11}=a_{1}+b_{1}$ | $w_{12}=a_{1}+b_{2}$ | $w_{22}=a_{1}+b_{3}$ |
| $A a$ | $w_{13}=a_{2}+b_{1}$ | $w_{14}\left(=w_{23}\right)=a_{2}+b_{2}$ | $w_{24}=a_{2}+b_{3}$ |
| $a a$ | $w_{33}=a_{3}+b_{1}$ | $w_{34}=a_{3}+b_{2}$ | $w_{44}=a_{3}+b_{3}$ |

$$
\begin{equation*}
w_{1}-w_{2}-w_{3}+w_{4}=r w_{14} D\left(\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}}+\frac{1}{x_{4}}\right)=0, \tag{7}
\end{equation*}
$$

when the viabilities are additive. Since $1 / x_{1}+1 / x_{2}+1 / x_{3}+1 / x_{4}, \mathrm{r}$ and $w_{14}$ are intrinsically positive we must have $D=0$. Given $D=0$ it is easy to determine the stated equilibrium as the unique internal solution of equations (5) and so of the general equations (1) for this additive model (see also Moran 1967). The solution is, of course, valid only if $a_{2}>a_{1}, a_{3}$ and $b_{2}>b_{1}, b_{3}$. It will be shown later that in this case there exists no stable point on the boundaries of the gamete simplex, so that this solution is almost always stable when it exists. Only for very special combinations of the viabilities can one construct models giving no unique stable equilibrium.

## 4. Multiplicative Viability Model

The fitness scheme for the multiplicative model is illustrated in Table 3. It can easily be shown by substitution into equations (5) that

$$
p_{1}=\left(\alpha_{2}-\alpha_{3}\right) /\left(2 \alpha_{2}-\alpha_{1}-\alpha_{3}\right) \quad p_{2}=\left(\beta_{2}-\beta_{3}\right) /\left(2 \beta_{2}-\beta_{1}-\beta_{3}\right)
$$

is a solution which satisfies the condition $D=0$ (see also Moran 1967). As for the additive case, this corresponds to the equilibria obtained separately for each of the two loci. It will, however, be shown below that in this case other internal equilibria can exist which may be stable when the equilibrium with $D=0$ is not stable. The condition for stability depends on the recombination fraction $r$.

## 5. A General Necessary Condition for the Stability of $\alpha$ Nontrivial Equilibrium with $\mathrm{D}=0$

A necessary condition for the stability of a nontrivial equilibrium with $D=0$ can be obtained by examining the behavior of equations (4) in the neighborhood of $D=0$. Substituting from equations (3) into equations (2) we obtain

TABLE 3
Fitness scheme for the multiplicative model

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | :---: | :---: |
| $A A$ | $w_{11}=\alpha_{1} \beta_{1}$ | $w_{12}=\alpha_{1} \beta_{2}$ | $w_{22}=\alpha_{1} \beta_{3}$ |
| $A a$ | $w_{13}=\alpha_{2} \beta_{1}$ | $w_{14}=\alpha_{2} \beta_{2}=w_{23}$ | $w_{24}=\alpha_{3} \beta_{3}$ |
| $a a$ | $w_{33}=\alpha_{3} \beta_{1}$ | $w_{34}=\alpha_{3} \beta_{2}$ | $w_{44}=\alpha_{3} \beta_{3}$ |

$$
\begin{gather*}
w_{i}=w_{i 1}\left(p_{1} p_{2}+D\right)+w_{i 2}\left[p_{1}\left(1-p_{2}\right)-D\right]+w_{i 3}\left[\left(1-p_{1}\right) p_{2}-D\right]  \tag{8}\\
+w_{i 4}\left[\left(1-p_{1}\right)\left(1-p_{2}\right)+D\right]
\end{gather*}
$$

or

$$
w_{i}=w_{i}^{*}+D_{\varepsilon_{i}}, \quad i=1,2,3,4
$$

where

$$
w_{i}^{*}=w_{i 1} p_{1} p_{2}+w_{i 2} p_{1}\left(1-p_{2}\right)+w_{i 3}\left(1-p_{1}\right) p_{2}+w_{i 4}\left(1-p_{1}\right)\left(1-p_{2}\right)
$$

is the marginal fitness of the $i$ th gamete when $D=0$ and $\varepsilon_{i}=w_{i 1}-w_{i 2}-w_{i 3}+w_{i 4}$, is a measure of the additive viability interaction, which is zero for all $i$ in the additive model. Thus

$$
\begin{align*}
\bar{w}= & \sum_{\mathrm{i}=1}^{4} w_{i} x_{i}=\left(w_{1}^{*}+D_{\varepsilon_{1}}\right)\left(p_{1} p_{2}+D\right)+\left(w_{2}^{*}+D_{\varepsilon_{2}}\right)\left(p_{1}\left(1-p_{2}\right)-D\right)  \tag{9}\\
& +\left(w_{3}^{*}+D \varepsilon_{3}\right)\left(\left(1-p_{1}\right) p_{2}-D\right)+\left(w_{4}^{*}+D_{\varepsilon_{4}}\right)\left(\left(1-p_{1}\right)\left(1-p_{2}\right)+D\right) \\
& =\bar{w}^{*}+2 D \vec{\varepsilon}+D^{2}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)
\end{align*}
$$

where

$$
\bar{w}^{*}=w_{1}^{*} p_{1} p_{2}+w_{2}^{*} p_{1}\left(1-p_{2}\right)+w_{3}^{*}\left(1-p_{1}\right) p_{2}+w_{4}^{*}\left(1-p_{1}\right)\left(1-p_{2}\right)
$$

in the mean fitness when $D=0$ and
$\bar{\varepsilon}=\varepsilon_{1} p_{1} p_{2}+\varepsilon_{2} p_{1}\left(1-p_{2}\right)+\varepsilon_{3}\left(1-p_{1}\right) p_{2}+\varepsilon_{4}\left(1-p_{1}\right)\left(1-p_{2}\right)=w_{1}{ }^{*}-w_{2}{ }^{*}-w_{3}{ }^{*}+w_{4}{ }^{*}$.
Note that for the additive model, when $\varepsilon_{i}=0$ for all $i, \bar{w}=\bar{w}^{*}$ for all values of $p_{1}, p_{2}$ and $D$. From equation (4) we have

$$
\begin{align*}
\bar{w}^{2} D^{\prime} & =\bar{w}^{2}\left(x_{1}^{\prime} x_{4}^{\prime}-x_{2}^{\prime} x_{3}^{\prime}\right)  \tag{10}\\
& =\left(w_{1} x_{1}-r w_{14} D\right)\left(w_{4} x_{4}-r w_{14} D\right)-\left(w_{2} x_{2}+r w_{14} D\right)\left(w_{3} x_{3}+r w_{14} D\right) \\
& =w_{1} w_{4} x_{1} x_{4}-w_{2} w_{3} x_{2} x_{3}-r w_{14} \bar{w} D .
\end{align*}
$$

Substituting into this equation from equation (8) we obtain

$$
\begin{align*}
\bar{w}^{2} D^{\prime}= & p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(w_{1}{ }^{*} w_{4}^{*}-w_{2}^{*} w_{3}^{*}\right)  \tag{11}\\
& +D\left[p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{4} w_{1}^{*}+\varepsilon_{1} w_{4}^{*}-\varepsilon_{3} w_{2}^{*}-\varepsilon_{2} w_{3}^{*}\right)\right. \\
& +\left[p_{1}\left(1-p_{2}\right)+p_{2}\left(1-p_{1}\right)\right]\left(w_{2}^{*} w_{3}^{*}-w_{1}^{*} w_{4}^{*}\right) \\
& \left.+w_{1}^{*} w_{4}^{*}-r w_{14} \bar{w}\right] \\
& +D^{2}\left[p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1} \varepsilon_{4}-\varepsilon_{2} \varepsilon_{3}\right)+w_{1}^{*} w_{4}^{*}-w_{2}^{*} w_{3}^{*}\right. \\
& +\varepsilon_{1} w_{4}{ }^{*}+\varepsilon_{4} w_{1}{ }^{*}+\left[p_{1}\left(1-p_{2}\right)+p_{2}\left(1-p_{1}\right)\right]\left[\varepsilon_{2} w_{3}^{*}\right. \\
& \left.\left.+\varepsilon_{3} w_{2}^{*}-\varepsilon_{1} w_{4}^{*}-\varepsilon_{4} w_{1}^{*}\right]\right] \\
& +D^{3}\left[\left(p_{1}\left(1-p_{2}\right)+p_{2}\left(1-p_{1}\right)\right)\left(\varepsilon_{2} \varepsilon_{3}-\varepsilon_{1} \varepsilon_{4}\right)+\varepsilon_{1} \varepsilon_{4}+\varepsilon_{1} w_{4}^{*}\right. \\
& \left.+\varepsilon_{4} w_{1}^{*}-\varepsilon_{2} w_{3}^{*}-\varepsilon_{3} w_{2}^{*}{ }^{*}\right] \\
& +D^{4}\left(\varepsilon_{1} \varepsilon_{4}-\varepsilon_{2} \varepsilon_{3}\right) .
\end{align*}
$$

Kimura (1965) has indicated by an analysis of an equation analogous to equation (11) together with some numerical simulations that when $r$ is near 0.5 or fitness interactions are small, a state near $D=0$ is rapidly approached and Fisher's fundamental theorem holds to a good degree of approximation.

At a nontrivial equilibrium with $D=0$, from equations (4) and (8) $w_{1}{ }^{*}=$ $w_{4}{ }^{*}=w_{2}^{*}=w_{3}{ }^{*}=\bar{w}$. Thus if $D$ is perturbed from an equilibrium with $D=0$ keeping $p_{1}$ and $p_{2}$ constant at their equilibrium values, it will change in the following generation to a value given by

$$
\text { (12) } \bar{w}^{2} D^{\prime}=D\left[p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right) \bar{w}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)+\bar{w}^{2}-r w_{14} \bar{w}\right]+0\left(D^{2}\right)
$$

where $\bar{w}, p_{1}$ and $p_{2}$ take their equilibrium values. A necessary condition for the equilibrium to be stable is, therefore, that $\left|D^{\prime}\right|<|D|$. When the coefficient of $D$ on the right hand side of equation (12) is positive, we have

$$
\bar{w}^{2}>p_{1}\left(1-p_{2}\right) p_{2}\left(1-p_{2}\right) \bar{w}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)+\bar{w}^{2}-r w_{14} \bar{w}
$$

which gives

$$
\begin{equation*}
r>p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right) / w_{14} . \tag{13}
\end{equation*}
$$

If, on the other hand,

$$
p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right) \bar{w}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)+\bar{w}^{2}-r w_{14} \bar{w}<0
$$

then

$$
\begin{aligned}
r & >\left[p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\right. \\
& \left.\left.>\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)+\bar{w}\right] / w_{14} \\
& >p_{1}\left(-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right) / w_{14}
\end{aligned}
$$

since $\bar{w}$ and $w_{14}$ are intrinsically positive. The condition $\left|D^{\prime} / D\right|<1$ now takes the form

$$
\bar{w}^{2}>r w_{14} \bar{w}-\bar{w}^{2}-p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right) \bar{w}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)
$$

which reduces to

$$
r<\frac{p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)}{w_{14}}+2 \frac{\bar{w}}{w_{14}} .
$$

The equilibrium with $D=0$ can, therefore, only be stable if $r$ lies between the values (13a)
$\frac{p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)}{w_{14}}$ and $\frac{p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}\right)}{w_{14}}+2 \frac{\bar{w}}{w_{14}}$.
Since $\bar{w} / \mathrm{w}_{14}$ will, for most reasonable sets of fitness values, not deviate markedly from 1, condition (13) will generally predominate. So long as $\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}>0$, there will always exist a lower limit on $r$ below which the linkage equilibrium cannot be stable. For the additive model, $\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}=0$ and condition (13) is always satisfied.

It can easily be shown that for the multiplicative model

$$
w_{1}^{*} w_{4}^{*}-w_{2}^{*} w_{3}^{*}=0
$$

for all values of $p_{1}$ and $p_{2}$ so that, from equation (11), $D=0$ is an eigenvector for linear perturbations of $D, p_{1}$, and $p_{2}$ from their equilibrium values. Thus (13a) gives the condition for $D$ to increase from $D=0$ in all directions, that is for all values of $p_{1}$ and $p_{2}$. Since the stabilities of the gene frequencies to perturbations from their equilibrium values when $D=0$ are guaranteed by the heterotic nature of the fitness scheme, required for this equilibrium to exist, the eigenvalues for the eigenvectors orthogonal to $D=0$ must both be less than unity, so that condition (13a) now becomes a necessary and sufficient condition for stability of the equilibrium with $D=0$. The fitnesses given in Table 3 can be written, without loss of generality, in the form $\alpha_{2}=\beta_{2}=1, \alpha_{1}=1-s_{1}, \alpha_{3}=1-t_{1}$, $\beta_{1}=1-s_{2}, \beta_{3}=1-t_{2}$ so that the equilibrium is at

$$
p_{1}=t_{1} / s_{1}+t_{1} \quad p_{2}=t_{2} / s_{2}+t_{2} .
$$

We then have

$$
\begin{aligned}
\varepsilon_{1}= & w_{11}-w_{12}-w_{13}+w_{14}=\alpha_{1} \beta_{1}-\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}+\alpha_{2} \beta_{2} \\
& =\left(1-s_{1}\right)\left(1-s_{2}\right)-1+s_{1}-1+s_{2}+1=s_{1} s_{2}
\end{aligned}
$$

and similarly for $\varepsilon_{2}, \varepsilon_{3}$ and $\varepsilon_{4}$ so that

$$
\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}+\varepsilon_{4}=\left(s_{1}+t_{1}\right)\left(s_{2}+t_{2}\right)
$$

and condition (13) takes the form

$$
\begin{equation*}
r>\left(\frac{s_{1} t_{1}}{s_{1}+t_{1}}\right)\left(\frac{s_{2} t_{2}}{s_{2}+t_{2}}\right) \tag{14}
\end{equation*}
$$

Now $s_{1} t_{1} /\left(s_{1}+t_{1}\right)$ and $s_{2} t_{2} /\left(s_{2}+t_{2}\right)$ are the "marginal" segregation loads at loci $A$ and $B$ respectively. Thus, two multiplicative overdominant loci cannot be at a stable nontrivial equilibrium with $D=0$ if the recombination fraction between them is less than the product of their segregational loads.

Lewontin's (1964b) second five-locus model involves multiplicative determination of fitnesses. It is interesting to note that, although he finds that the equilibrium involving $D=0$ becomes unstable at about $r=0.065$, the above formula (14) predicts that it should become unstable at $r=0.0625$. This shows that with more than two loci segregating, higher-order gene interactions play some part, although perhaps only a small one, in further increasing the minimum value of $r$ necessary for the stability of an equilibrium with $D=0$.

## 6. A General Symmetrical Viability Model

6.1 Derivation of the equilibrium solutions. It has not, so far, been possible to obtain general explicit solutions for the equilibria given by the equations (1). A number of authors (Wright 1952; Kimura (1956; Lewontin and Kojima 1960; Bodmer and Parsons 1962) have however considered simplified symmetric viability models which can be completely solved. A symmetrical fitness scheme which includes essentially all of these models is given in Table 4. When $\alpha=\delta$ it corresponds to Lewontin and Kojima's (1960) model, when $\beta=\gamma$ it corresponds to Bodmer and Parson's (1962) model (of which Wright's (1952) is a special case) and when $\delta=-s+t, \alpha=s+t, \beta=0$ and $\gamma=t$ it corresponds to Kimura's (1956) model.

For this model equation (1) takes the form

$$
\begin{align*}
& \bar{w}_{1}^{\prime} x_{1}^{\prime}=x_{1}-\delta x_{1}{ }^{2}-\beta x_{1} x_{2}-\gamma x_{1} x_{3}-r D  \tag{15a}\\
& \bar{w}_{2}^{\prime} x_{2}^{\prime}=x_{2}-\beta x_{1} x_{2}-\alpha x_{2}{ }^{2}-\gamma x_{2} x_{4}-r D  \tag{15b}\\
& \bar{w} x_{3}^{\prime}=x_{3}-\gamma x_{1} x_{3}-\alpha x_{3}{ }^{2}-\beta x_{3} x_{4}+r D  \tag{15c}\\
& \bar{w} x_{4}^{\prime}=x_{4}-\gamma x_{2} x_{4}-\beta x_{3} x_{4}-\delta x_{4}{ }^{2}-r D \tag{15d}
\end{align*}
$$

where

$$
\bar{w}=1-\delta\left(x_{1}{ }^{2}+x_{4}^{2}\right)-\alpha\left(x_{2}^{2}+x_{3}^{2}\right)-2 \beta\left(x_{3} x_{4}+x_{1} x_{2}\right)-2 \gamma\left(x_{1} x_{3}+x_{2} x_{4}\right) .
$$

At equilibrium when $x_{i}^{\prime}=x_{i}$, subtracting (15a) from (15d) and (15b) from (15c) gives

$$
\begin{align*}
& \bar{w}\left(x_{1}-x_{4}\right)=x_{1}-x_{4}-\delta\left(x_{1}{ }^{2}-x_{4}{ }^{2}\right)-\beta\left(x_{1} x_{2}-x_{3} x_{4}\right)-\gamma\left(x_{1} x_{3}-x_{2} x_{4}\right)  \tag{16}\\
& \bar{w}\left(x_{2}-x_{3}\right)=x_{2}-x_{3}-\alpha\left(x_{2}{ }^{2}-x_{3}{ }^{2}\right)-\beta\left(x_{1} x_{2}-x_{3} x_{4}\right)+\gamma\left(x_{1} x_{3}-x_{2} x_{4}\right)
\end{align*}
$$

TABLE 4
Fitness scheme for general symmetrical viability model

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | :--- | :--- |
| $A A$ | $w_{11}=1-\delta$ | $w_{12}=1-\beta$ | $w_{22}=1-\alpha$ |
| $A a$ | $w_{13}=1-\gamma$ | $w_{14}=1=w_{23}$ | $w_{24}=1-\gamma$ |
| $a a$ | $w_{33}=1-\alpha$ | $w_{34}=1-\beta$ | $w_{44}=1-\delta$ |

so that $x_{1}=x_{t}, x_{2}=x_{3}$ clearly gives an equilibrium solution of equations (15). It can be shown that when $\beta=\gamma>0$ and $\alpha, \delta>0$ no other equilibrium can exist in which $x_{1} \neq x_{4}$ and $x_{2} \neq x_{3}$. However, equilibria with $x_{1}=x_{4}$ and $x_{2} \neq x_{3}$ (or vice versa) do exist for certain special values of the fitnesses. When $\alpha, \beta, \gamma, \delta$ are not all positive, equilibria in which $x_{1} \neq x_{4}$ and $x_{2} \neq x_{3}$ also, sometimes, exist. Details of these analyses will be published elsewhere (Bodmer, M. Feldman and S. Karlin, in preparation). It seems likely, however, that in general equilibria in which either $x_{1} \neq x_{4}$ or $x_{2} \neq x_{3}$ are of little biological significance since their existence depends on special relationships holding between the viabilities.

When $x_{1}=x_{4}$ and $x_{2}=x_{3}$ we have

$$
x_{1}+x_{2}=x_{3}+x_{4}=1 / 2=p_{1}=1-p_{1}
$$

and

$$
x_{1}+x_{3}=x_{2}+x_{4}=1 / 2=p_{2}=\left(1-p_{2}\right)
$$

Substituting $x_{1}=1 / 4+D=x_{4}$ and $x_{2}=1 / 4-D=x_{3}$ in equation (15a) gives the following cubic equation for the value of $D$ at equilibrium,
$64 l D^{3}-16 m D^{2}-4(l-8 r) D+m=0$
where $l=2(\beta+\gamma)-(\alpha+\delta)$ and $m=(\delta-\alpha)$. This equation is equivalent to equation (7) of Bodmer and Parsons (1962), since $\beta$ and $\gamma$ only occur in the form $\beta+\gamma$ so that setting $\beta=; \gamma$ results in no loss of generality for the model as far as the equilibrium solutions with $x_{1}=x_{4}$ and $x_{2}=x_{3}$ are concerned. A number of special cases of equation (17) are easily solved and will be considered next.

When $r=0$, so that the system is equivalent to a four allele model, equation (17) reduces to

$$
\begin{equation*}
\left(16 D^{2}-1\right)(4 l D-m)=0 \tag{18}
\end{equation*}
$$

giving $D=+1 / 4,-1 / 4$ and $m / 4 l$.
The first two solutions correspond respectively to the equilibria $x_{2}=x_{3}=0$ and $x_{1}=x_{4}=0$, when either gametes $a B$ and $a b$ or $A B$ and $A b$ are absent from the population.

If $m=0$ or $\delta=\alpha$, which is the case considered by Lewontin and Kourma (1960), equation (17) reduces to

$$
\begin{equation*}
D\left(64 \cdot l D^{2}-4(l-8 r)\right)=0 \tag{19}
\end{equation*}
$$

giving $D=0$ (i.e., $x_{1}=x_{2}=x_{3}=x_{4}=1 / 4$ ) or $D= \pm 1 / 4(1-(8 r / l))^{1 / 2}$. The solutions other than $D=0$ are only valid if $|D|<1 / 4$ that is, if $l>0 . \quad D=0$ is only a root of equation (17) if $m=0$, which in this case is therefore a necessary condition for the existence of "linkage equilibrium."

The case considered by Wright (1952) corresponds to $l=0$, when equation (17) reduces to

$$
\begin{equation*}
16 m D^{2}-32 r D-m=0 \tag{20}
\end{equation*}
$$

giving solutions

$$
D=\frac{r}{m} \pm\left(\frac{16 r^{2}+m^{2}}{16 m^{2}}\right)^{1 / 2}=\frac{r}{m}+1 / 4\left(1+16 \frac{r^{2}}{m^{2}}\right)^{1 / 2}
$$

When $r / m$ is small, we have $D= \pm 1 / 4+r / m+0\left(r^{2} / m^{2}\right)$. On the other hand, when $r / m$ is large ( $m / r$ small) $D=(1 / 32)(m / r)+0\left(m^{2} / r^{2}\right)$.

Following Bodmer and Parsons (1962), useful approximate solutions to equation (17) can also be obtained when $r$ is small and $l \neq 0, m \neq 0$. Differenti-
ating equation (17) implicitly with respect to $r$ gives

$$
192 l D^{2} \frac{d D}{d r}-32 m D \frac{d D}{d r}-4(l-8 r) \frac{d D}{d r}+32 D=0
$$

or
(21)

$$
d D / d r=8 D /\left(l-8 r+8 m D-48 l D^{2}\right)
$$

Using Taylor's theorem in the neighborhood of the three solutions of equations (18), namely, substituting $r=0$ and $D=1 / 4,-1 / 4$ and $m / 4 l$ into equation (21) gives the following approximate solutions, to $0\left(r^{2}\right)$,

$$
\begin{array}{lll}
D=1 / 4-\frac{r}{l-m} ; & x_{1}=x_{4}=1 / 2-\frac{r}{l-m}, & m \neq l \\
D=-1 / 4+\frac{r}{l+m} ; & x_{1}=x_{4}=\frac{r}{m+l}, & m \neq-l
\end{array}
$$

Note that solution (22a) is only valid when $l-m>0$ or $\beta+\gamma>\delta$ and (22b) is only valid if $l+m>0$ or $\beta+\gamma>\alpha$. The first and second solutions correspond to equilibria in which either gametes $A B$ and $a b$ or $A b$ and $a B$ are in the majority, and represent extreme cases of linkage "disequilibrium". The conditions for their existence correspond to the type of optimum model proposed by Mather (1941 and later), as discussed by Bodmer and Parson (1962). The third solution corresponds, in general, to an equilibrium near $x_{1}=x_{2}=x_{3}=x_{4}=1 / 4$, or near $D=0$, provided $m / l$ is small. Numerical examples of solutions of equation (17) have been given by Wright (1952), Kimura (1956), Lewontin and Kojima (1960), Bodmer and Parsons (1962), Parsons (1963a), and Jain and Allard (1966).
6.2. Conditions for the stability of the equilibria. In order to investigate the stability of an equilibrium given by $x_{1}=x_{4}=x, x_{2}=x_{3}=1 / 2-x$ (i.e., $D=$ $-1 / 4+x$ ), we examine the behavior of equations (15) in the neighborhood of the equilibrium. Substituting into these equations

$$
x_{1}=x+X_{1}, x_{2}=1 / 2-x-X_{2}, x_{3}=1 / 2-x-X_{3}, x_{4}=x+X_{4}
$$

where $X_{1}+X_{4}=X_{2}+X_{3}$, and ignoring quadratic terms in $X_{1}, X_{2}, X_{3}$ and $X_{4}$ gives the following set of linear equations relating $X^{\prime}{ }_{i}$ to $X_{i}, i=1,2,3,4$ :

$$
\begin{align*}
& \bar{w}_{e} X^{\prime}{ }_{1}=X_{1}\left[1-2 \delta x-(1 / 2-x)(\beta+\gamma)+2 \delta x^{2}+2 x(1 / 2-x)(\beta+\gamma)\right]  \tag{23a}\\
& \quad+X_{2}\left[\beta x-r / 2-2 x(1 / 2-x) \alpha-2 x^{2}(\beta+\gamma)\right] \\
& \quad+X_{2}\left[\gamma x-r / 2-2 x(1 / 2-x) \alpha-2 x^{2}(\beta+\gamma)\right] \\
& \quad+X_{4}\left[2 \delta x^{2}+2 x(1 / 2-x)(\beta+\gamma)\right] \\
& \bar{w}_{e} X^{\prime}{ }_{2}=X_{1}\left[\beta(1 / 2-x)-2 \delta x(1 / 2-x)-2(1 / 2-x)^{2}(\beta+\gamma)\right]  \tag{23b}\\
& \quad+X_{2}\left[1-(\beta+\gamma) x-2 \alpha(1 / 2-x)-r / 2+2 \alpha(1 / 2-x)^{2}\right. \\
& \quad+2 x(1 / 2-x)(\beta+\gamma)] \\
& \quad+X_{3}\left[-r / 2+2(1 / 2-x)^{2} \alpha+2 x(1 / 2-x)(\beta+\gamma)\right] \\
& \quad+X_{4}\left[\gamma(1 / 2-x)-2 \delta x(1 / 2-x)-2(1 / 2-x)^{2}(\beta+\gamma)\right] \\
& \bar{w}_{e} X^{\prime}{ }_{3}=X_{1}\left[\gamma(1 / 2-x)-2 \delta x(1 / 2-x)-2(1 / 2-x)^{2}(\beta+\gamma)\right]  \tag{23c}\\
& \quad+X_{2}\left[-r / 2+2(1 / 2-x)^{2} \alpha+2 x(1 / 2-x)(\beta+\gamma)\right] \\
& \quad+X_{3}\left[1-(\beta+\gamma) x-2 \alpha(1 / 2-x)-r / 2+2 \alpha(1 / 2-x)^{2}\right. \\
& \quad+2 x(1 / 2-x)(\beta+\gamma)]
\end{align*}
$$

$$
\begin{align*}
& \quad+X_{4}\left[\beta(1 / 2-x)-2 x(1 / 2-x) \delta-2(1 / 2-x)^{2}(\beta+\gamma)\right] \\
& \bar{w}_{e} X^{\prime}{ }_{4}=X_{1}\left[2 \delta x^{2}+2 x(1 / 2-x)(\beta+\gamma)\right]  \tag{23~d}\\
& \quad+X_{2}\left[\gamma x-(r / 2)-2 x(1 / 2-x) \alpha-2 x^{2}(\beta+\gamma)\right] \\
& \quad+X_{3}\left[\beta x-(r / 2)-2 x(1 / 2-x) \alpha-2 x^{2}(\beta+\gamma)\right] \\
& \quad+X_{4}\left[1-2 \delta x-(1 / 2-x)(\beta+\gamma)+2 \delta x^{2}+2 x(1 / 2-x)(\beta+\gamma)\right]
\end{align*}
$$

where $\bar{w}_{e}=1-2 \delta x^{2}-2 \alpha(1 / 2-x)^{2}-4(\beta+\gamma) x(1 / 2-x)$ is the value of $\bar{w}$ at equilibrium.

Adding and subtracting equations (23a) and (23d), and (23b) and (23c) gives (24a) $\quad \bar{w}_{e}\left(X_{1}{ }_{1}+X^{\prime}{ }_{4}\right)=\left(X_{1}+X_{4}\right)\left(1-2 \delta x-(1 / 2-x)(\beta+\gamma)+4 \delta x^{2}\right.$ $+4 x(1 / 2-x)(\beta+\gamma))+\left(X_{2}+X_{3}\right)\left((\beta+\gamma) x-r-4 x(1 / 2-x) \alpha-4 x^{2}(\beta+\gamma)\right)$
(24b) $\quad \bar{w}_{e}\left(X_{2}^{\prime}+X_{3}^{\prime}\right)=\left(X_{1}+X_{4}\right)((\beta+\gamma)(1 / 2-x)-4 x(1 / 2-x) \delta$ $\left.-4(1 / 2-x)^{2}(\beta+\gamma)\right)$

$$
+\left(X_{2}+X_{3}\right)\left(1-(\beta+\gamma) x-2 \alpha(1 / 2-x)+4 \alpha(1 / 2-x)^{2}\right.
$$

$$
+4 x(1 / 2-x)(\beta+\gamma))
$$

$$
\begin{align*}
\bar{w}_{e}\left(X_{1}^{\prime}-X_{4}^{\prime}\right)= & \left(X_{1}-X_{4}\right)(1-2 \delta x-(1 / 2-x)(\beta+\gamma))  \tag{24c}\\
& \quad+\left(X_{2}-X_{3}\right)(\beta-\gamma) x \\
\bar{w}_{e}\left(X_{2}^{\prime}-X_{3}^{\prime}\right)= & \left(X_{1}-X_{4}\right)(1 / 2-x)(\beta-\gamma)  \tag{24d}\\
& \quad+\left(X_{2}-X_{3}\right)(1-2 \alpha(1 / 2-x)-x(\beta+\gamma))
\end{align*}
$$

It is easily seen that equations (24a) and (24b) are equivalent since $X_{1}+X_{2}=$ $X_{3}+X_{4}$. The system of linear equations (23) can thus be transformed into equations (24c) and (24d), involving only $X_{1}-X_{4}$ and $X_{2}-X_{3}$ and the following equation in $Z=X_{1}+X_{2}=X_{3}+X_{4}$,

$$
\begin{equation*}
\bar{w}_{e} Z^{\prime}=Z(1-r+2 x(1-2 x) l-1 / 2(\beta+\gamma)) \tag{25}
\end{equation*}
$$

The equilibrium will, therefore, be stable provided $\left|Z^{\prime} / Z\right|<1$ and the characteristic roots of the pair of linear equations (24c) and (24d) both have modulus less than unity. When the coefficient of $Z$ on the right hand side of (25) is positive, the condition for $Z$ gives

$$
\begin{gather*}
\bar{w}_{e}>1-r+2 x(1-2 x) l-1 / 2(\beta+\gamma) \text { or }  \tag{26}\\
r>1+2 x(1-2 x)-1 / 2(\beta+\gamma)-\bar{w}_{e}
\end{gather*}
$$

When, on the other hand,

$$
1-r+2 x(1-2 x) l-1 / 2(\beta+\gamma)<0
$$

the condition $\left|Z^{\prime} / Z\right|<1$ gives

$$
\bar{w}_{e}>r-1-2 x(1-2 x) l+1 / 2(\beta+\gamma),
$$

since $\bar{w}_{e}$ is positive. These two conditions combine to give
(26a) $1+2 x(1-2 x) l-1 / 2(\beta+\gamma)<r<1+2 x(1-2 x) l-1 / 2(\beta+\gamma)+\bar{w}_{e}$. Since, in general, $\bar{w}_{e}$ will not be much less than one, and $\beta, \gamma<1$, the upper limit on $r$ in (26a) is of little significance and thus condition (26) generally predominates. Substituting for $\bar{w}_{e}$ into condition (26) gives

$$
\begin{equation*}
r>-(l+m) / 4+(3 l+m) x-6 l x^{2} \tag{27}
\end{equation*}
$$

where $l$ and $m$ are defined as before. Thus, since equations (24c) and (24d) do not involve the recombination fraction $r$, (27) is, essentially, the only condition which relates the value of $r$ to the stability of the equilibrium, but it is by itself only a necessary and not a sufficient condition for stability of the equilibrium. This condition is equivalent to equation (8) of Bodmer and Parsons (1962). The
characteristic equation for equations (24c) and (24d) reduces after some manipulation, to

$$
\begin{align*}
\lambda^{2} \bar{w}_{e}^{2} & -\lambda \bar{w}_{e}[2-2 \delta x-2 \alpha(1 / 2-x)-1 / 2(\beta+\gamma)]+1+4 x(1 / 2-x) \beta \gamma  \tag{28}\\
& +4 \delta \alpha x(1 / 2-x)-2 \delta x-2 \alpha(1 / 2-x)-1 / 2(\beta+\gamma) \\
& +2(\beta+\gamma)\left(\delta x^{2}+\alpha(1 / 2--x)^{2}\right)=0
\end{align*}
$$

which can be used to check the stability of an equilibrium in conjunction with condition (27). Equation (28) has, in general, no simple rational solution. When, however, $\alpha=\delta$ and $x=1 / 4(D=0)$, corresponding to one of the equilibria discussed by Lewontin and Kojima (1960), it has the solutions

$$
\left(1 / \bar{w}_{e}\right)(1-(\beta+\alpha) / 2) \quad \text { and } \quad\left(1 / \bar{w}_{e}\right)(1-(\gamma+\alpha) / 2)
$$

yielding the two stability conditions

$$
\alpha>\gamma-\beta \quad \text { and } \quad \alpha>\beta-\gamma, \text { since } \beta, \gamma, \alpha<1
$$

which are equivalent to
(29)

$$
\alpha>0 \quad \text { and } \quad \alpha>|\beta-\gamma|
$$

Substituting $\alpha=\delta$ and $x=1 / 4$ into condition (27) gives $r>l / 8$, which together with (29) gives the complete sufficient condition for stability of this equilibrium (Lewontin and Kouima 1960). It is interesting to note that $r \leq l / 8$ is the condition for the existence of the other two solutions of equation (19).

The multiplicative model given in Table 3 reduces to a special case of the symmetrical model with $m=\delta-\alpha=0$ when $\alpha_{2}=\beta_{2}=1$ and $\alpha_{1}=\alpha_{3}=1-s_{1}$, $\beta_{1}=\beta_{3}=1-s_{2}$. The conditions for the stability of the equilibrium with $D=0$, namely (29) together with $r>l / 8$, reduce to (30) $\quad r>1 / 4, s_{1} s_{2},\left(1-s_{1}\right)\left(1-s_{2}\right)<1$ and $s_{1}+s_{2}-s_{1} s_{2}>\left|s_{1}-s_{2}\right|$
so that it is clear that, for the multiplicative viability model, if $r$ is sufficiently small, stable nontrivial equilibria with $D=0$ cannot exist, and so stable equilibria with $D \neq 0$ will usually exist. As pointed above, this is not true for the additive fitness model given in Table 2.

When $r$ is small, substituting the approximate solutions (22a) and (22b) into condition (27) gives, to $0\left(r^{2}\right)$,

$$
\mathrm{r}<(l-m)^{2} / 8 l \quad \text { and } \quad r<(l+m)^{2} / 8 l
$$

respectively, as necessary conditions for the stability of these equilbria. When $r=0$ and $x=0$, equation (28) has solutions

$$
\frac{1-\alpha}{1-\alpha / 2} \text { and } \frac{1-(\beta+\gamma) / 2}{1-\alpha / 2}
$$

both of which are less than one, if $\beta+\gamma>\alpha>0$, which is the condition for the existence of the equilibrium given equation (22b). Thus provided $r$ is small enough, stable equilibria in the neighborhood of $x=0$ and $x=1 / 2$ will always exist so long as $\beta+\gamma>\alpha$ and $\beta+\gamma>\delta$, respectively.

## 7. Conditions for the Increase of a New Allele Linked to a Polymorphic Locus

We assume that, initially, gametes $a B$ and $a b$ are maintained polymorphic by an advantage of the heterozygote $a B / a b$ over both homozygotes $a B / a B$ and $a b / a b$, and examine the fate of gametes $A B$ and $A b$ following their introduction into the population at low frequencies. We shall obtain the conditions for the increase in
frequency of gametes $A B$ and $a b$ by approximating to the general equations (1) in the neighborhood of the equilibrium given by $x_{1}=x_{2}=0$. The equilibrium frequencies $u$ and $v$ of gametes $a B$ and $a b$ in the absence of $A B$ and $a b$ are given by

$$
u=1-v=\left(w_{34}-w_{44}\right) /\left(2 w_{34}-w_{33}-w_{44}\right)
$$

where $w_{34}>w_{44}$ and $w_{33}$ for the equilibrium to be stable before the introduction of $A$.

Following Bodmer (Bodmer and Parsons 1962), we substitute

$$
x_{3}=u-d_{3}, \quad x_{4}=v-d_{4}, \quad\left(x_{1}+x_{2}=d_{3}+d_{4}\right)
$$

into equations (1) and, assuming $x_{1}, x_{2}, d_{3}, d_{4}$ are small, ignore quadratic terms in $x_{1}$, etc. to obtain the following linear equations relating $x_{1}^{\prime}$ etc. to $x_{1}$, etc.
(31a) $\quad w x^{\prime}{ }_{1}=x_{1}\left[w_{1}{ }^{*}-r w_{14} v\right]+x_{2} r w_{23} u$
(31b) $\quad w x^{\prime}{ }_{2}=x_{1} r w_{14} v+x_{2}\left(w^{*}{ }_{2}-r u w_{23}\right)$
(31c) $\quad w d_{3}^{\prime}=x_{1}\left[u w_{13}+2 v w_{14}-r v w_{14}\right]+x_{2}\left[u w_{23}+2 v w_{24}+r u w_{23}\right]$
$+d_{3}\left[(1-2 u)\left(u w_{33}+v w_{34}\right)+u w_{33}\right]$
$+d_{4}\left[u w_{34}-2 u\left[u w_{34}+v w_{44}\right]\right]$

$$
\begin{align*}
w d_{4}^{\prime \prime}= & x_{1}\left[2 u w_{13}+v w_{14}+r v w_{14}\right]+x_{2}\left[2 u w_{23}+v w_{24}-r u w_{23}\right]  \tag{31d}\\
& +d_{3}\left[v w_{34}-2 v\left[u w_{33}+v w_{34}\right]\right]+d_{4}\left[v w_{44}+\right. \\
& \left.(1-2 u)\left(u w_{34}+v w_{34}\right)\right]
\end{align*}
$$

where

$$
w=u^{2} w_{33}+2 u \nu w_{34}+v^{2} w_{44}
$$

is the mean fitness before the introduction of the new gametes and

$$
w_{1}^{*}=u w_{13}+v w_{14}, \quad w_{2}^{*}=u w_{23}+v w_{24}
$$

are the initial marginal fitnesses of the new gametes $A B$ and $A b$ respectively.
Since equations (31a) and (31b) do not involve $d_{3}$ and $d_{4}$ the characteristic equation for equations (31) breaks down into two quadratics, the first corresponding to equations (31a) and (31b) and the second corresponding to the terms involving only $d_{3}$ and $d_{4}$ in equations (31c) and (31d). This latter quadratic is given by the determinental equation

$$
\left|\begin{array}{ll}
2 u v\left(w_{33}-w_{34}\right)+v w_{34}-w \lambda & 2 u v\left(w_{34}-w_{44}\right)-u w_{34}  \tag{32}\\
2 u v\left(w_{34}-w_{33}\right)-v w_{34} & 2 u v\left(w_{44}-w_{34}\right)+u w_{34}-w \lambda
\end{array}\right|=0
$$

and has roots

$$
\lambda_{1}=0 \text { and } \lambda_{2}=\left(w_{34}-2 u v\left[w_{34}-w_{33}-w_{44}\right]\right) / w .
$$

If we write

$$
s=1-w_{33} / w_{34} \text { and } t=1-w_{44} / w_{34}
$$

following the usual notation for a two-allele balanced polymorphism, the second root becomes

$$
\lambda_{2}=\frac{1-2 u v(s+t)}{1-(s t / s+t)}=\frac{1-(2 s t / s+t)}{1-(s t / s+t)}=1-\frac{s t}{s+t-s t} .
$$

Thus $\lambda_{2}<1$ provided $s, \mathrm{t}>0$ or $w_{34}>w_{33}, w_{44}$, which is the condition for the stability of the polymorphism in $a B$ and $a b$ in the absence of $A B$ and $A b$.

The remaining quadratic obtained from equations (31a) and 31b) is given by

$$
\left|\begin{array}{cc}
w_{1}^{*}-r w_{14} v-\lambda & r w_{23} u \\
r w_{14} v & w_{2}^{*}-r w_{23} u-\lambda w
\end{array}\right|=0
$$

which reduces to

$$
\begin{gather*}
w^{2} \lambda^{2}-\lambda w\left[w_{1}^{*}+w_{2}{ }^{*}-r\left(u w_{23}+v w_{14}\right)\right]+w_{1}^{*} w_{2}^{*}  \tag{33}\\
-r\left[u w_{23} w_{1}{ }^{*}+v w_{14} w_{2}^{*}\right]=0 .
\end{gather*}
$$

The discriminant of this quadratic (" $b^{2}-4 a c$ ") is given by

$$
\begin{gathered}
w^{2}\left[w_{1}^{*}+w_{2}^{*}-r\left(u w_{23}+v w_{14}\right)\right]^{2}-4 w^{2}\left[w_{1}^{*} w_{2}^{*}-r\left(u w_{23} w_{1}^{*}+v w_{14} w_{2}^{*}\right)\right] \\
=\left[w_{1}^{*}-w_{2}^{*}+r\left(u w_{23}-v w_{14}\right)\right]^{2}+4 r^{2} u v w_{23} w_{14}>0
\end{gathered}
$$

since all quantities involved are intrinsically positive, so that the roots of equation (33) are always real. The condition for the increase of the new gametes is, therefore, that at least one of the two roots of this equation have modulus greater than unity. It is easily shown that for a quadratic equation given in the form $\lambda^{2}+$ $A \lambda+B=0$, this condition is $1+B-|A|<0$ if $|A|<2$, or $|A|>2$. Since

$$
r<1<\left(w_{1}^{*}+w_{2}^{*}\right) /\left(u w_{23}+v w_{14}\right)
$$

application of this condition to equation (33) gives

$$
\begin{equation*}
w_{1}^{*}+w_{2}^{*}-r\left(u w_{23}+v w_{14}\right)>2 w \tag{34a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(w-w_{1}^{*}\right)\left(w-w_{2}^{*}\right)+r\left[v w_{14}\left(w-w_{2}^{*}\right)-u w_{23}\left(w_{1}^{*}-w\right)\right]<0 \tag{34b}
\end{equation*}
$$

if

$$
w_{1}^{*}+w_{2}^{*}-r\left(u w_{23}+v w_{14}\right)<2 w .
$$

When $w_{1}{ }^{*}=w_{2}{ }^{*}=w^{*}$, say, equation (33) has roots $w^{*} / w$ and

$$
\left(w^{*}-r\left(u w_{23}+v w_{14}\right)\right) / w,
$$

so that the dominant latent root is then always greater than one if $w^{*}>w$, which is therefore the condition for increase of the new gametes.

If $w>w_{1}{ }^{*}$ and $w_{2}{ }^{*}$, neither of conditions (34a) or (34b) can be satisfied, and the new gametes can never increase. If, on the other hand $w<w_{1}{ }^{*}, w_{2}^{*}$ either (34a) is satisfied or

$$
r>\left(w_{1}^{*}+w_{2}^{*}-2 w\right) /\left(u w_{23}+v w_{14}\right)
$$

Now

$$
\begin{aligned}
& \frac{w_{1}^{*}-w+w_{2}^{*}-w}{u w_{23}+v w_{14}}-\frac{\left(w_{1}^{*}-w\right)\left(w_{2}^{*}-w\right)}{u w_{23}\left(w_{1}^{*}-w\right)+v w_{14}\left(w_{2}^{*}-w\right)} \\
& \quad=\frac{u w_{23}\left(w_{1}^{*}-w\right)^{2}+v w_{14}\left(w_{2}^{*}-w\right)^{2}}{\left(u w_{23}+v w_{14}\right)\left(u w_{23}\left(w_{1}^{*}-w\right)+v w_{14}\left(w_{2}^{*}-w\right)\right)}>0
\end{aligned}
$$

so that

$$
r>\left(w_{1}^{*}+w_{2}^{*}-2 w\right) /\left(u w_{23}+v w_{14}\right)
$$

implies

$$
r>\frac{\left(w_{1}^{*}-w\right)\left(w_{2}^{*}-w\right)}{\left(u w_{23}\left(w_{1}^{*}-w\right)+v w_{14}\left(w_{2}^{*}-w\right)\right.}
$$

which is condition (34b). Thus $w<w_{1}{ }^{*}, w_{2}{ }^{*}$ implies condition (34), and the new gametes always increase. Adding equations (31a) and (31b) gives

$$
w\left(x_{1}^{\prime}+x_{2}^{\prime}\right)=x_{1} w_{1}^{*}+x_{2} w_{2}^{*}
$$

from which it is easily seen that $p_{1}=x_{1}+x_{2}$, the gene frequency of $A$, always
increases if $w<w_{1}{ }^{*}, w_{2}{ }^{*}$ and always decreases if $w>w_{1}{ }^{*}, w_{2}{ }^{*}$, verifying the above conditions. When $w_{1}{ }^{*}>w>w_{2}^{*}$, the new gametes always increase if $v w_{14}\left(w-w_{2}^{*}\right) \leq u w_{23}\left(w_{1}^{*}-w\right)$, for then the left hand side of the first inequality of (34b) is always negative. If, however, $v w_{14}\left(w-w_{2}^{*}\right)>u w_{23}\left(w_{1}^{*}-w\right)$, the new gametes only increase if

$$
r<\frac{\left(w-w_{2}^{*}\right)\left(w_{1}^{*}-w\right)}{v w_{14}\left(w-w_{2}^{*}\right)-u w_{23}\left(w_{1}^{*}-w\right)} .
$$

A similar set of conditions holds when $w_{2}{ }^{*}>w>w_{2}{ }^{*}$. A summary of the conditions for increase of the new gametes for all values of $w_{1}{ }^{*}$ and $w_{2}{ }^{*}$ is given in Table 5.

There are two cases (IIc2 and IIIc2) in which the new gametes will increase only if the recombination fraction, $r$, is less than a critical value,

$$
\left|\frac{\left(w-w_{2}^{*}\right)\left(w_{1}^{*}-w\right)}{\left(w-w_{2}^{*}\right) v w_{14}-\left(w_{1}^{*}-w\right) u w_{23}}\right|
$$

It is interesting to note, as pointed out by Bodmer and Parsons (1962), that for the symmetrical model considered by Lewontin and Kojima (1960) in which all homozygotes have the same fitness, $w_{1}{ }^{*}=w_{2}{ }^{*}$ so that recombination is never critical for the increase of new gametes. Special cases illustrating these conditions will be discussed in a later section. It was also pointed out by Bodmer and Parsons (1962) that, in some cases, when there is a difference between the

TABLE 5
Increase of a gene linked to a polymorphism

$$
\begin{aligned}
u & =\left(w_{34}-w_{44}\right) /\left(2 w_{34}-w_{33}-w_{44}\right) \\
v & =1-u \\
w_{1}^{*} & =u w_{13}+v w_{14} \\
w_{2}^{*} & =u w_{23}+v w_{24} \\
w & =u w_{33}+v w_{34}=u w_{34}+v w_{44}=u^{2} w_{33}+2 u v w_{34}+v^{2} w_{44} \\
r_{c} & =\left|\frac{\left(w-w_{2}^{*}\right)\left(w_{1}^{*}-w\right)}{\left(w-w_{2}^{*}\right) v w_{14}-\left(w_{1}^{*}-w\right) u w_{23}}\right|
\end{aligned}
$$

$A$ increases if and only if
I. $\quad w^{*}{ }_{1}=w^{*}{ }_{2}$

$$
w_{1}^{*}=w_{2}^{*}>w
$$

II. $w^{*}{ }_{1}>w^{*}{ }_{2}$
a. $w_{1}^{*}>w_{2}^{*}>w \quad$ always
b. $w \geq w_{1}^{*} \geq w_{2}^{*}{ }_{2}$ never
c. $\quad w^{*}{ }_{1}>w \geq w_{2}$

1. $\left(w-w^{*}{ }_{2}\right) v w_{14} \leq\left(w_{1}^{*}-w\right) u w_{23} \quad$ always
2. $\left(w-w_{2}{ }_{2}\right) v w_{14}>\left(w_{1}{ }_{1}-w^{*}\right) u w_{23} \quad r<r_{c}$
III. $\quad w_{2}^{*}>w^{*}{ }_{1}$
a. $w_{2}^{*}>w^{*}{ }_{1}>w \quad$ always
b. $w^{*} \geq w_{2}^{*}>w_{1}^{*} \quad$ never
c. $\quad w_{2}^{*}>w \geq w^{*}{ }_{1}$
3. $\left(w^{*}-w_{1}^{*}\right) u w_{23} \leq\left(w^{*}-w\right) v w_{14} \quad$ always
4. $\left(w-w^{*}{ }_{1}\right) u w_{23}>\left(w^{*}{ }_{2}-w\right) v w_{14}$
$r<r_{c}$
viability of coupling and repulsion heterozygotes, that is a "position effect," new gametes may only increase in frequency if the recombination fraction between the loci involved is less than some critical value.

The root of equation (33) which has the largest modulus is of some interest since it determines the initial rate of increase of the new gametes, and so, approximately, their ultimate probability of survival when random fluctuations of gene frequencies are taken into account (see Bodmer 1960). When $r=0$, equation (33) has the roots $w_{1}{ }^{*} / w$ and $w_{2}{ }^{*} / w$, so that the increase conditions are $w_{1}{ }^{*}$, $w_{2}{ }^{*}>w$ corresponding to the conditions for the increase of new alleles at a locus which is already polymorphic for two alleles (see Bodmer and Parsons 1960; Haldane 1957). When $r /\left(w_{1}{ }^{*}-w_{2}{ }^{*}\right)$ is small and, without loss of generality $w_{1}{ }^{*}>w_{2}{ }^{*}$, the dominant root of equation (33) takes the approximate form

$$
\lambda_{1}=\left(w_{1}^{*} / w\right)-\left(r v w_{14} / w\right)+0\left(r^{2}\right)
$$

as given by Bodmer and Parsons (1962), and the increase condition is, approximately,

$$
\begin{equation*}
r<\left(w_{1}^{*}-w\right) / v w_{14} \tag{35}
\end{equation*}
$$

Note that $\lambda_{1}$ increases as the recombination fraction $r$ decreases. When $w_{i j}=1$ for all $i$ and $j$, equation (33) has roots $\lambda=1$ and $1-r$, as expected from the classical results for two linked loci without selection (Jenning 1917; Haldane 1926).

## 8. Conditions for the Simultaneous Increase of New Alleles at Each of Two Linked Loci

Consider now a population in which the genotype $a b / a b$ predominates and gametes $A b, a B$ and $A B$ are all present at low frequencies. We are interested in the conditions under which the increase of the new gametes is dependent on close linkage between the two loci. Let $x_{4}=1-d$, where $d=x_{1}+x_{2}+x_{3}$ and $x_{1}$, $x_{2}, x_{3}$, and so $d$, are all small. Bodmer. (Bodmer and Parsons 1962), obtained the necessary conditions for this situation by assuming $x_{1}, x_{2}, x_{3}$, were all of the same order of magnitude and considering the linear equations in these variables, obtained by ignoring quadratic terms, in equations (1). This approach however ignores the fact that, initially, $x_{1}$, being the frequency of the gamete $A B$ which contains both new alleles, may be of order $x_{2} x_{3}$, being produced by recombination in the rare double heterozygote $A b / a B$. Thus if $x_{1}=0$ initially, $x_{1}^{\prime}=\left(r w_{23} x_{2} x_{3}\right) /$ $\bar{w}$. Equation (la) may be written in the form

$$
\begin{equation*}
\bar{w}\left(x_{1}^{\prime}-x_{1}\right)=x_{1}\left[w_{1}-\bar{w}-r w_{14} x_{4}\right]+r w_{23} x_{2} x_{3} \tag{45}
\end{equation*}
$$

from which it follows that a sufficient condition for $x_{1}^{\prime}>x_{1}$ for all values of $x_{1}, x_{2}$ and $x_{3}$ is $r<\left(w_{1}-\bar{w}\right) /\left(w_{14} x_{4}\right)$ or, since

$$
\begin{array}{cc}
\left(w_{1}-\bar{w}\right) / w_{14}<\left(w_{1}-\bar{w}\right) / w_{14} x_{4} & \left(x_{4} \leq 1\right) \\
& r<\left(w_{1}-\bar{w}\right) / w_{14} . \tag{46}
\end{array}
$$

Now when $x_{1}, x_{2}$ and $x_{3}$ are small,

$$
w_{i}=w_{i 4}+0\left(x_{i}\right)
$$

so that $\bar{w}=w_{44}+0\left(x_{i}\right)$ and, to this order of approximation, condition (46) takes the form

$$
\begin{equation*}
r<\left(w_{14}-w_{44}\right) / w_{14} \tag{47}
\end{equation*}
$$

Thus, so long as all the $x_{i}$ are small compared with $\left(w_{14}-w_{44}\right) / w_{14}, x_{1}$ will always increase provided condition (47) is satisfied. If we assume $x_{1}=0\left(x_{2} x_{3}\right)$ and ignore quadratic terms in $x_{2}$ and $x_{3}$, and hence in $d$, equations (1b) and (1c) take the form
(48b)

$$
\begin{align*}
& x_{2}^{\prime}=\left(w_{24} / w_{44}\right) x_{2}  \tag{48a}\\
& x_{3}^{\prime}=\left(w_{34} / w_{44}\right) x_{3} .
\end{align*}
$$

Thus $x_{2}$ and $x_{3}$ increase, separately, if and only if $w_{24}>w_{44}$ and $w_{34}>w_{44}$. This follows intuitively from the fact that when gametes $A b$ and $a B$ are rare, recombinant products from the double heterozygote $A b / a B$ can be ignored and the gametes can be treated as if they were simply new alleles at the two respective loci. So long as $x_{2}$ and $x_{3}$ are small, and $x_{1}=0\left(x_{2} x_{3}\right)$, when $w_{24}<w_{44}, w_{34}<w_{44}$ and $r<\left(w_{14}-w_{44}\right) / w_{14}$ it follows from equations (47) and (48) that $x_{2}$ and $x_{3}$ decrease geometrically while $x_{1}$ increases. A state must therefore be reached at which $x_{1}, x_{2}$ and $x_{3}$ are all of the same order of magnitude. At this point, the linear approximation considered by Bodmer and Parsons (1962) becomes valid and takes the form

$$
(49 c)
$$

$$
\begin{align*}
& w_{44} x_{1}^{\prime}=w_{14}(1-r) x_{1}  \tag{49a}\\
& w_{44} x_{2}^{\prime}=r w_{14} x_{1}+w_{24} x_{2}  \tag{49b}\\
& w_{44} x_{3}^{\prime}=r w_{14} x_{1}+w_{31} x_{3}
\end{align*}
$$

From this it follows that the further increase in $x_{1}$ and the subsequent increase in $x_{2}$ and $x_{3}$ still depend on condition (47). Thus, as indicated by Bodmer and Parsons (1962), when the single heterozygotes ( $A b / a b$ and $a B / a b$ ) are less fit than the prevailing homozygote $(a b / a b)$, but the coupling double heterozygote ( $A B /$ $a b$ ) is fitter than this homozygote, the genes $A$ and $B$ will ultimately increase in frequency if and only if the recombination fraction satisfies condition (47).

TABLE 6
Increase of two new linked genes, A and B

|  | $A$ increases if | $B$ increases if |
| :--- | :--- | :--- |
| $w_{14}, w_{24}, w_{34}>w_{44}$ | always | always |
| $w_{14}, w_{24},>w_{44} \geq w_{34}$ | always | $r<r_{c}{ }^{*}$ |
| $w_{14}, w_{34}>w_{44} \geq w_{24}$ | $r<r_{c}{ }^{*}$ | $r<r_{c}$ |
| $w_{14}>w_{44} \geq w_{24}, w_{34}$ | always |  |
| $w_{24}, w_{34}>w_{44} \geq w_{14}$ | $r<r_{c}$ |  |
| $w_{24}>w_{44} \geq w_{14}, w_{34}$ | always | always |
| $w_{34}>w_{44} \geq w_{14}, w_{24}$ | never | never |
| $w_{44} \geq w_{14}, w_{24}, w_{34}$ | never | always |
|  | $r_{c}=\left(w_{14}-w_{44}\right) / w_{14}$ | never |
|  |  |  |

[^1]When either $w_{24}>w_{44}$ or $w_{34}>w_{44}$ and we start with $x_{1}=0\left(x_{2} x_{3}\right)$, it is no longer clear under what circumstances linkage may affect the increase of the new gametes. This problem was discussed by Bodmer and Parsons (1962) using a numerical example. It is clear that whenever $x_{1}$ is large enough to be of the same order of magnitude as $x_{2}$ and $x_{3}$, the conditions derived from equations (49) apply. Then if, for example, $w_{24}>w_{44}$ but $w_{34}<w_{44}, B$ will only increase in frequency if condition (47) is satisfied. When, however, $x_{1}$ is too small initially, locus $A$ may become polymorphic without locus $B$. The problem then reduces to that of the conditions for increase of a new gene linked to a polymorphic locus, which has been discussed above. These various conditions for increase are summarized in Table 6.

## 9. A General Condition for Stable Linkage Disequilibrium When ris Sufficiently Small

When $r=0$ and $x_{2}=x_{3}=0$, gametes $A B$ and $a b$ can be maintained in the balanced polymorphism given by

$$
\left.x_{1}=u=1-v=1-x_{4}=\left(w_{14}-w_{44}\right) / 2 w_{14}-w_{11}-w_{44}\right)
$$

provided $w_{14}>w_{44}$ and $w_{14}$. Now assume that $r$ is small so that gametes $A b$ and $a B$ occur with frequencies $x_{2}$ and $x_{3}$ which are of the same order of magnitude as $r$. Writing $x_{1}=u-d_{1}$ and $x_{4}=v-d_{4}$, where $d_{1}$ and $d_{4}$ are also $0(r)$, we have $w_{i}=u w_{1 i}+v w_{4 i}+0(r)$ and $\bar{w}=w+0(r)$ where $w=u^{2} w_{11}+2 u v w_{14}+v^{2} w_{44}$ $=u w_{11}+v w_{14}=u w_{14}+v w_{44}$ is the mean fitness of the population when $r=\mathrm{x}_{2}=$ $x_{3}=0$. Using these approximations, equations (1b) and (1c) take the form

$$
\begin{align*}
& w x_{2}^{\prime}=x_{2} w_{2}^{*}+r w_{14} u v+0\left(r^{2}\right)  \tag{50a}\\
& w x_{3}^{\prime}=x_{3} w_{3}^{*}+r w_{14} u v+0\left(r^{2}\right) \tag{50b}
\end{align*}
$$

where $w_{2}{ }^{*}=u w_{12}+v w_{24}$ and $w_{3}{ }^{*}=u w_{13}+v w_{34}$ are the marginal fitnesses of gametes $A b$ and $a B$ when first introduced into the population. At equilibrium when $x_{2}{ }^{\prime}=x_{2}, x_{3}{ }^{\prime}=x_{3}$ we have

$$
\begin{equation*}
x_{2}=\frac{r w_{14} u w}{w-w_{2}{ }^{*}}+0\left(r^{2}\right) \quad \text { and } \quad x_{3}=\frac{r w_{14} u v}{w-w_{3}{ }^{*}}+0\left(r^{2}\right) \tag{51}
\end{equation*}
$$

which are valid equilibria provided $w>w_{2}{ }^{*}$ and $w_{3}{ }^{*}$ respectively. This corresponds to the equilibrium (22a) given by the symmetrical viability model when $r$ is small. Writing equation (50a) in the form

$$
w\left(x_{2}^{\prime}-x_{2}\right)=x_{2}\left(w_{2}^{*}-w\right)+r w_{14} u v+0\left(r^{2}\right)
$$

it is clear that when $w_{2}{ }^{*}>w, x_{2}$ always increases for sufficiently small $r$ and similarly for $x_{3}$ when $w_{3}{ }^{*}>w$. Thus when $w_{2}{ }^{*}, w_{3}{ }^{*}>w$ no stable equilibrium can exist with both $x_{2}$ and $x_{\mathrm{a}}$ of $0(r)$, so that $w>w_{2}{ }^{*}, w_{3}{ }^{*}$ is a necessary condition for the stability as well as the existence of the equilibrium given by equation (51). An exactly analogous equilibrium exists in the neighborhood of $x_{1}=$ $x_{4}=0$ and

$$
x_{2}=1-x_{3}=\frac{w_{23}-w_{33}}{2 w_{23}-w_{22}-w_{33}}
$$

when $r$ is sufficiently small.


Figure 1.-Tetrahedral representation of gamete frequencies. A point inside the tetrahedron represents a population whose respective gamete frequencies are the perpendicular distances from the four faces of the tetrahedron.

## 10. Sufficient Conditions for the Existence of a Two-Locus Polymorphism

The gametic frequencies of a population in which two loci are each segregating for two alleles can be represented as a point in an equilateral tetrahedron such that the distances from the four faces of the tetrahedron are proportional to the frequencies of the four gamete types $A B, A b, a B$, and $a b$. The sum of the four distances will equal the altitude of the tetrahedron, no matter where the point is placed (Figure 1).

A population fixed for one of the four gamete types will lie at one of the four vertices, while a population which has lost one allele at one of the loci will lie on one of the four edges $A B-a B, A B-A b, A b-a b$ or $a b-a B$. We wish to find conditions such that the population can ever remain at a vertex, an edge, or a face, so that it must ultimately come to rest in the interior of the tetrahedron, where both loci are segregating. If we assume $r>0$, then the system cannot have an equilibrium point on either of the edges $A B-a b$ or $a B-A b$, for recombination will continually produce the missing gamete types. Likewise there cannot be an equilibrium on any of the faces of the tetrahedron, since a population located on a face lacks only one gamete type. Recombination will produce this missing gamete, forcing the population into the interior of the tetrahedron. This leaves four edges and the four vertices. Each of the vertices is automatically an equilibrium point if there is no mutation, since at each of these points only one gamete type exists and this situation admits of no change by selection or genetic drift. We can determine whether the equilibria at the four vertices are stable by using the conditions derived above (Table 6) for the simultaneous increase of two new alleles at each of two loci. If the missing alleles can increase in frequency when introduced at low frequency at either or both loci, the equilibrium cannot be stable. If introduced alleles always disappear (in an infinite population) then the equilibrium is stable.

If an equilibrium point exists on one of the four edges ( $A B-a b, a B-a b, A B-a B$, and $A b-a b$ ), it will be a selectively balanced polymorphism at one of the two loci maintained by overdominance. For such an equilibrium we can use the conditions given in Table 5 to determine whether the missing allele at the fixed locus will increase if introduced at a low frequency, and hence whether the equilibrium is stable. The stability of the equilibria near the remaining two edges $A B-a b$ and $A b-a B$ can also be investigated using the conditions derived in the previous section for sufficiently small values of $r$.

Thus, given any set of fitnesses and the value of $r(\neq 0)$, we can determine whether any equilibrium point located on an edge or at a vertex is stable. If all such points are unstable, then if there is a stable equilibrium point at which all four gamete types exist and hence both loci are segregating, it must be somewhere in the interior of the tetrahedron.

We shall first apply this type of analysis in turn to the additive, multiplicative and general symmetric viability models given in Tables 2,3 and 4 and then we shall discuss in detail an illustrative numerical example.

Consider first the additive model given in Table 2. It was shown above that a unique internal solution with $D=0$ exists provided the pairs of differences $a_{2}$ $a_{1}, a_{2}-a_{3}$ and $b_{2}-b_{1}, b_{2}-b_{3}$ have the same sign. If these differences all have positive signs, then all four vertices are unstable equilibrium points, and vice versa if all are negative. All four vertices are also unstable if only two of the differences are negative. Now consider the application of the conditions given in Table 5 to this model. We have

$$
\begin{gathered}
w_{1}^{*}=a_{2}+u b_{2}+v b_{3}, \quad w_{2}^{*}=a_{2}+u b_{1}+v b_{2} \\
w=a_{3}+u\left(u b_{1}+v b_{2}\right)+v\left(u b_{2}+v b_{3}\right)
\end{gathered}
$$

where

$$
u=1-v=\left(b_{2}-b_{3}\right) /\left(2 b_{2}-b_{1}-b_{3}\right)
$$

Therefore $w_{1}{ }^{*}-w=w_{2}{ }^{*}-w=a_{2}-a_{3}$ and so the equilibrium on the edge $a B-a b$ is stable if $a_{2}<a_{3}$ and unstable if $a_{2}>a_{3}$. Similarly the equilibria on the edges $A B-a B, A b-A b$, and $A b-a b$ are unstable if $b_{2}>b_{1}, a_{2}>a_{1}$ and $b_{2}>b_{3}$, respectively. Thus, in summary
i. If $a_{2}-a_{1}, a_{2}-a_{3}, b_{2}-b_{1}, b_{2}-b_{3}$ are all positive, the only stable equilibrium is the internal point at which $D=0$.
ii. If, for example, $a_{2}-a_{1}, a_{2}-a_{3}, b_{2}-b_{1}$ are all positive but $b_{2}-b_{3}$ is negative then the only stable equilibria are the vertices $a B$ and $a b$.
iii. If $a_{2}-a_{1}, a_{2}-a_{3}$ are positive and $b_{2}-b_{1}, b_{2}-b_{3}$ are negative, then both edges $A b-a B$ and $A b-a b$ have stable equilibrium but no vertices or internal points are stable.
iv. If, for example, $a_{2}-a_{1}$ and $b_{2}-b_{1}$ are positive, while $a_{2}-a_{3}$ and $b_{2}-b_{3}$ are negative, then only the vertex $a b$ is stable.
v . If, for example, $a_{2}-a_{1}$ is positive and $a_{2}-a_{3}, b_{2}-b_{1}, b_{2}-b_{3}$ are all negative then the only stable equilibrium are the vertices $a B$ and $a b$.

Lastly
vi. If all of $a_{2}-a_{1}$, etc. are negative all four vertices are stable and no other stable equilibrium points exist.

Clearly, where there is more than one stable equilibrium, which one is reached will depend on the initial configuration of the population. For the additive model, which is undoubtedly the simplest to analyze, linkage has no effect on the equilibrium configurations though it may affect the rate of approach to the various equilibria.

In the multiplicative model shown in Table 3, we can without loss of generality write $\alpha_{1}=1-s_{1}, \alpha_{2}=1, \alpha_{3}=1-t_{1} ; \beta_{1}=1-s_{2}, \beta_{2}=1, \beta_{3}=1-t_{2}$, to give the parametrization shown in Table 7. The internal equilibrium point is then given by

TABLE 7
An alternative fitness scheme for the multiplicative model

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | :---: | :---: |
| $A A$ | $\left(1-s_{1}\right)\left(1-s_{2}\right)$ | $\left(1-s_{1}\right)$ | $\left(1-s_{1}\right)\left(1-t_{2}\right)$ |
| $A a$ | $\left(1-s_{2}\right)$ | 1 | $\left(1-t_{2}\right)$ |
| $\alpha a$ | $\left(1-t_{1}\right)\left(1-s_{2}\right)$ | $\left(1-t_{1}\right)$ | $\left(1-t_{1}\right)\left(1-t_{2}\right)$ |

$$
p_{1}=t_{1} /\left(s_{1}+t_{1}\right), \quad p_{2}=t_{2} /\left(s_{2}+t_{2}\right)
$$

and $D=0$, and is valid only if $s_{1}$ and $t_{1}$, and $s_{2}$ and $t_{2}$ have the same signs. From the analysis of the symmetric model and from the analysis of equilibria near the edges $A B-a b$ and $A b-a B$ (equations (51)), it follows that, in general, there exist two further internal equilibria for which $D \neq 0$. Equation (14) gives a necessary condition for an equilibrium with $D \neq 0$ to be stable. Consider now the conditions for the stability of the equilibrium on the edge $a B-a b$, which only exists if $s_{2}$, $t_{2}>0$. We have

$$
\begin{gathered}
u=1-v=t_{2} /\left(s_{2}+t_{2}\right) \\
w_{1}^{*}=w_{2}^{*}=1-s_{2} t_{2} /\left(s_{2}+t_{2}\right) \quad \text { and } \quad w=\left(1-t_{1}\right)\left(1-s_{2} t_{2} /\left(s_{2}+t_{2}\right)\right) .
\end{gathered}
$$

Thus, from Table 5, the equilibrium is stable if $t_{1}<0$ so that $w_{1}{ }^{*}=w_{2}{ }^{*}<w$, and is unstable if $t_{1}>0$ so that $w_{1}{ }^{*}=w_{2}{ }^{*}>w$, the stability being independent of the value of $r$. The conditions for the stability of the edges $A B-A b, A b-a b, A B-a B$ are, therefore, $s_{1}<0, t_{2}<0$ and $s_{2}<0$, respectively. If at least three of $s_{1}, t_{1}, s_{2}$, $t_{2}$ are positive then all vertices are unstable. If two of these quantities are positive, then either three or four vertices are unstable depending on which two are positive, while if only one is positive, just two vertices are unstable. All vertices are stable only when all of $s_{1}, t_{1}, s_{2}$ and $t_{2}$ are negative. In summary
i. If all of $s_{1}, t_{1}, s_{2}, t_{2}$ are positive, the equilibrium with $D=0$ is the only stable equilibrium if

$$
r>\left(\frac{s_{1} t_{1}}{s_{1}+t_{1}}\right)\left(\frac{s_{2} t_{2}}{s_{2}+t_{2}}\right)
$$

but if $r$ is less than this critical value one or more internal points with $D \neq 0$ will be stable.
ii. If, for example, only $t_{2}<0$ then the only marginal equilibrium which is stable is that on the edge $A b-\alpha b$. The equilibrium with $D=0$ does not exist, but one or two internal equilibria may exist which are stable for sufficiently small $r$.
iii. If, for example, $s_{1}$ and $t_{1}$ are positive but $s_{2}$ and $t_{2}$ are negative, then the equilibria on the edges $A B-a B$ and $A b-a b$ are stable but none of the vertices are stable. The equilibrium with $D=0$ is presumably unstable.
iv. If, for example, $s_{1}$ and $t_{2}$ are positive but $s_{2}$ and $t_{1}$ are negative, then only the vertex $a B$ is stable on the margin, and the equilibrium $D=0$ does not exist.
$v$. If only one of $s_{1}$, etc is positive, say $s_{1}$, and the others are negative then two of the vertices ( $A B$ and $A b$ ) are stable, but no other marginals points are stable.

Lastly
vi. If all of $s_{1}$, etc. are negative, then, presumably, the only stable points are the four vertices.

It is not clear without further analysis whether or not in cases (ii), (iii), (iv) and (v) stable internal equilibrium points with $D \neq 0$ may exist for sufficiently small $r$.

We next consider the application of the conditions for stability of the marginal equilibria to the general symmetrical model given in Table 4. The vertices $A B$ and $a b$ will be unstable if either $\gamma$ or $\beta<\delta$ or if when $\beta, \gamma>\delta$ the recombination fraction $r<\delta$. Similar stability conditions apply for the vertices $A b$ and $a b$ but with $\alpha$ replacing $\delta$. The equilibrium on the edge $a B-a b$ occurs at $u=1-v=$ $(\delta-\beta) /(\alpha+\delta-2 \beta)$ and exists and is stable, in the absence of gametes $A B, A b$ if and only if $\alpha$ and $\delta>\beta$. When this equilibrium exists we have, following

$$
\begin{gathered}
w_{1}^{*}=1-\frac{\gamma(\delta-\beta)}{\alpha+\delta-2 \beta}, \quad w_{2}^{*}=1-\frac{\gamma(\alpha-\beta)}{\alpha+\delta-2 \beta} \\
\text { and } \quad w=1-\frac{(\alpha-\beta)(\delta-\beta)}{\alpha+\delta-2 \beta}-
\end{gathered}
$$

Thus $w_{1}{ }^{*}-w$ and $w_{2}{ }^{*}-w$ are both positive if $\alpha>\beta+\gamma$ and $\delta>\beta+\gamma$ respectively, in which case the equilibrium is unstable for all $r$, while if $\alpha, \delta<\beta+\gamma$ it is stable for all $r$. When, however, say, $\alpha>\beta+\gamma>\delta$, the value of $r$ may determine the stability of the equilibrium following the conditions (2c) and (3c) given in Table 5. By symmetry, these same conditions apply to the edges $A B-A b, A b-a b$ and $A B-a B$. The equilibria near the edges $A B-a B$ and $A b-a B$ correspond, as indicated above, to the equilibria 22 a and 22 b for small $r$. These only exist if $\beta+\gamma>\delta$ and $\beta+\gamma>\alpha$ respectively. It is clearly not feasible to enumerate all the possible equilibrium configurations. One or two examples are, however, worth discussing. Thus suppose, for example, that $\beta, \gamma>\delta>0$ while $\alpha>$ $\beta+\gamma$ so that if $r<\delta$, all the vertices are unstable. Then, provided $r$ is sufficiently small, a stable internal equilibrium with $D \neq 0$ will exist in the neighborhood of the edge $A B-a b$. In this case the value of $r$ is critical for the determination of the overall equilibrium configuration. If $\beta+\gamma<\delta$ and $\alpha$, and $\beta, \gamma>0$, no vertices or edges are stable and the equilibrium near $D=0$ is the only one which is stable.

We shall now use the set of fitnesses in Table 8 as the basis for a more complete numerical illustration of the application of these conditions for the stability of the marginal equilibria. We first examine the stability of the four vertices of the tetrahedron. For $A B$, the set of fitnesses to be tested is $w_{44}=.70, w_{24}=w_{34}=.9$ and $w_{14}=1.0$ corresponding to the upper left hand corner of Table 8. Note that, for comparison with the formulation of the section on the simultaneous increase

TABLE 8
Fitness scheme for illustrative numerical example

|  | $B B$ | $B b$ | $b b$ |
| :---: | :---: | ---: | :--- |
| $A A$ | .70 | .90 | .80 |
| $A a$ | .90 | 1.00 | .40 |
| $a a$ | .80 | .40 | .90 |

of two new alleles at two linked loci, it is necessary to renumber the gametes so that the double homozygote fitness is $w_{44}$, and the single homozygote fitnesses are $w_{24}$ and $w_{34}$, while the double heterozygote fitness is $w_{14}$. Since $w_{14}, w_{24}$ and $w_{34}>w_{44}, a$ and $b$ always increase so that the equilibrium at the vertex $A B$ is unstable for all values of $r$.

For the $A b$ equilibrium, $w_{14}=1.0, w_{24}=.4, w_{34}=.9$, and $w_{44}=.8$. So $w_{14}$, $w_{34}>w_{44}>w_{24}$ and $B$ will always increase. Therefore the equilibrium is unstable. Since we seek only conditions under which at least one of the fixed alleles increases when both are introduced at low frequency, the condition on $r$ is irrelevant to our argument. The $a B$ equilibrium also is always unstable, since the fitnesses are symmetrical when $A$ is exchanged for $a$ and simultaneously $B$ is exchanged for $b$.

The $a b$ equilibrium has $w_{14}=1.0, w_{24}=w_{34}=.4$, and $w_{44}=.9$. Then $w_{14}>$ $w_{44} \geq w_{24}, w_{34}$ and so from condition (47), alleles $A$ and $B$ increase only when $r<(1.00-.90) / 1.00=.10$. If $r=0.1$, the equilibrium is neutral, and if $r>0.1$, it is stable. The foregoing arguments tell us that we are so far assured of an interior stable equilibrium only when $r<0.1$. Examining the possibilities of a stable equilibrium with one locus segregating, we see that if $a$ is fixed and locus $B$ segregates, the relevant fitnesses are $w_{33}=.8, w_{34}=.4$, and $w_{44}=.9$. This set of fitnesses shows underdominance so that a stable equilibrium could not exist on the edge $a B-a b$. Likewise, by symmetry, no stable equilibrium is possible with $b$ fixed and locus $A$ segregating. If $A$ is fixed and locus $B$ segregates we have, renumbering gamete types,

$$
\begin{array}{lll}
w_{33}=.7, & w_{34}=.9, & w_{14}=.8 \\
w_{13}=.9, & w_{14}=w_{23}=1.00, & w_{24}=.8
\end{array}
$$

The equilibrium frequency at locus $B$ when $A$ is fixed is

$$
\begin{aligned}
& u=\left(w_{34}-w_{44}\right) /\left(2 w_{34}-w_{33}-w_{44}\right)=.333 \\
& v=1-u=.666
\end{aligned}
$$

At this point

$$
\begin{aligned}
& w_{1}^{*}=u w_{13}+v w_{14}=.966 \\
& w_{2}^{*}=u w_{23}+v w_{24}=.600 \\
& w^{*}=u w_{33}+v w_{3,4}=.833
\end{aligned}
$$

Referring to Table 5, we find that $w_{1}^{*}>w_{2}^{*}$ and $w_{1}^{*}>w \geq w_{2}^{*}$ so that we must calculate $\left(w-w_{2}^{*}\right) v w_{14}$ and $\left(w_{1}^{*}-w\right) u w_{14}$. These are

$$
\left(w-w_{2}^{*}\right) v w_{14}=.155 \text { and }\left(w_{1}^{*}-w\right) u w_{23}=.044
$$

since $\left(w-w_{2}^{*}\right) v w_{14}>\left(w_{1}^{*}-w\right) u w_{23}$ allele $a$ will increase whenever

$$
r<\frac{(.233)(.133)}{(.155)-(0.44)}=.280
$$

Since the equilibrium in which $B$ is fixed and locus $A$ segregates is symmetrical with this equilibrium, the same condition holds in that case. We have already seen that when, the population is fixed for genotype $a a b b$, that equilibrium is unstable only when $r<.1$. So, when $r<.1$, all equilibria at which one locus is fixed or both loci are fixed are unstable. Any population started close to the
boundary of the tetrahedron will then be pushed by selection into the interior, where there must be a stable equilibrium with both loci segregating.

A computer program has been written to check the validity of the above calculations. Using equations (1), the program produces successive generations in a hypothetical infinite population. The fitnesses of Table 8 were used, and $r$ varied from .05 to .5 in steps of .05 . In one set of runs allele $B$ was started at a frequency of .33 and allele $a$ at a frequency of .01 , all of the $a$ alleles being in $a b$ gametes in one set of runs and in $a B$ gametes in another. This corresponds fairly closely to a situation in which locus $B$ would be segregating at frequencies maintained by selection, with a small proportion of $a b$ or $a B$ gametes being introduced into the population. The results confirmed the above calculations. When $r$ was $.05, .1, .15$, .2 or .25 , allele $a$ ultimately increased in the population, although if it was introduced as $a b$ gametes it would temporarily decrease to start with. When $r$ was .3 , $.35, .4, .45$, or .5 , allele a ultimately decreased, although if it was introduced by $a B$ gametes it would temporarily increase to start with. This demonstrates that the above approximations can hold if the initial frequency of the rare allele is as high as .01 , the approximations thus being reasonably robust.

The other set of runs started with alleles $A$ and $B$ at initial frequencies of .01 . In half of the runs all of the $A$ and $B$ alleles were initially in $A B$ gametes while in the other half they were initially in $A b$ and $a B$ gametes. Again the runs showed that the above calculations are valid. When $r$ was .05 , both alleles increased. When $r$ was .15 or greater, both decreased. When $r$ was .1 , both alleles would have been expected to remain at their initial frequencies or decrease, since the theoretical condition for increase is $r<.1$. In the computer runs, $A$ and $B$ remained almost unchanged after some initial change. In one case ( $A$ and $B$ initially in coupling) there was a slow increase of $A$ and $B$. This is interpreted as due to second-order effects, since the frequency of $A$ and $B$ was not infinitely small but was .01 , so that some genotypes ignored in the above calculations, such as $A B / A B$, actually existed in the population at low frequencies and affected the rate of change of $A$ and $B$. The computer was also used to solve for stable equilibria of the gamete frequencies. Stable equilibria were found at all values of $r$. This raises the point that the conditions given above for the existence of stable equilibria with both loci segregating are sufficient conditions, but not necessary conditions. For example, when $r=.5$, there was a stable equilibrium at $x_{1}=$ $.4762, x_{2}=x_{3}=.2251$, and $x_{4}=.0736$.

It is interesting to note that any set of fitnesses in which the double heterozygotes are more fit than the corresponding single heterozygotes, and the single heterozygotes are more fit than the corresponding double homozygotes will always have a stable interior equilibrium. Reference to Table 5 will show that we always have $w_{1}^{*}, w_{2}^{*}>w$ and also $w_{14}, w_{24}, w_{34}>w_{44}$ so that introduced alleles always increase if $r>0$.

## DISCUSSION

The essence of our analysis of the two locus model with linkage and selection is to identify conditions under which linkage causes a significant departure from
the gametic changes and equilibria which are expected in the absence of selection, when $D=0$. There are two major aspects of this analysis. On the one hand we have attempted to derive conditions for the existence of stable equilibria for which $D$ is appreciably different from 0 and on the other hand we have identified conditions under which close linkage plays a critical role in the increase of new gametic combinations. The validity of the results of the analysis of any model is, of course, bounded by the assumptions built into the model. While more complex two locus models may certainly give results differing quantitatively from those presented here, they will not alter the qualitative conclusion that plausible situations do exist for which linkage can profoundly affect the selection and ultimate equilibrium of new gametic combinations.

In all our discussion of stability we have assumed that an equilibrium is effectively unstable provided at least one of the eigenvalues for linear perturbation about the equilibrium has modulus greater than unity. Mathematically this is not strictly correct, since, in general, this only ensures movement away from the equilibrium in certain directions, depending on the eigenvector corresponding to the maximum eigenvalue. Instability in all directions is only assured if all eigenvalues have modulus greater than unity. In reality, however, random fluctuation in gametic frequencies always occur, and are bound, sooner or later, to bring the gamete frequencies into a region of instability, even when there is only one eigenvalue with modulus greater than unity. When this happens, the gamete frequencies will nearly always move away from the equilibrium by a definite positive amount and so the equilibrium is, for practical purposes, unstable (for further discussion see Bodmer, Feldman and Karlin (in preparation).

The analyses presented here have been deterministic, having ignored in particular random fluctuations due to very low gene frequencies and due to finite population size. As already pointed out, the initial rate of selection of the new gamete provides, following Fisher (1930), at least an approximate measure of the ultimate chance of survival of a single new occurrence. A general stochastic treatment of the two locus model, even in its simplest form, is clearly very difficult, though some useful results have been obtained by Kojima and Schafer (1964), Latter (1966), Karlin, McGregor and Bodmer (1967), and Hill and Robertson (1966).

It is perhaps of some interest to conjecture qualitatively, the likely effect of drift due to small finite population sizes. For each stable equilibrium point there will be a region of the tetrahedron within which selection will tend to move a population toward the equilibrium. Consider a case in which there is a stable equilibrium in the interior of the tetrahedron and also a stable equilibrium at an edge or vertex. Normally, random genetic drift will result in the population wandering about in the region of the interior equilibrium. Occasionally, however, the population will be carried into the region corresponding to the equilibrium on the boundary of the tetrahedron. Selection will then tend to pull the population to the edge or vertex, resulting in fixation at one or both loci. If the missing allele or alleles are subsequently produced by mutation or introduced by immigration, this will result in displacement of the population from the edge or vertex by a
small amount. The population will still be within the "region of attraction" of the boundary equilibrium, so that if it moves to the interior equilibrium, it will be as a result of random genetic drift opposing the selection pressure.

On the other hand, if all of the boundary equilibria are unstable (so that there must exist a stable interior equilibrium), the population will become fixed at one or both loci less readily, since selection pressure will tend to return the population to the interior equilibrium. When a fixed population becomes unfixed as a result of mutation or immigration, the population will have been moved off the boundary into the region in which selection tends to pull the population toward the interior equilibrium. If the population then becomes fixed again, it will be in spite of the selection, whereas in the previous case selection promoted fixation. Thus if the boundary equilibria are unstable the population will spend more of its time in the interior of the tetrahedron than it otherwise would. The condition that no marginal point be a stable equilibrium is therefore, in a sense necessary for the long-term maintenance of a two-locus polymorphism in a finite population.

The extension of the two locus analysis to more loci is especially important. Lewontin (1964b) has obtained very interesting results by computer simulation, showing how the interaction of linkage and selection can maintain relatively large blocks of genes together on a chromosome, provided each pair of adjacent genes satisfies the conditions for linkage disequilibrium predicted by the two locus models.

The evidence for evolutionary molding of the organization of genes on chromosomes was extensively reviewed by Bodmer and Parsons (1962) and will not be further discussed here. It is of course our hope, that the results presented here provide some indication of the type of selection needed to effect evolutionary modification of the positioning of genes on the chromosomes. It seems worth emphasizing that, at least in higher organisms, an interval on the chromosome corresponding to a recombination fraction of one or a few percent may contain many, perhaps even hundreds, of cistrons. Our results and those of others, suggest that recombination fractions of this order of magnitude may often cause very significant departures from random association of genes on the chromosomes, though larger recombination fractions are less likely to have appreciable qualitative effects. Thus, clusters of genes which are relatively close together may often be maintained in their relative positions by the interaction between selection and linkage. Genes which are genetically far apart, are, however, much less likely to be maintained in their given relative positions by such selective interactions. In other words, the effect of the interaction between linkage and selection is one that is expected to be concentrated in short regions of the genome and does not necessarily extend over large portions of any particular chromosome.

[^2]The mathematical analysis of the deterministic two locus random mating model with linkage and selection is reviewed and extended following mainly the
previous analyses by Wright (1952), Kimura (1956), Lewontin and Kojima (1960) and Bodmer (Bodmer and Parsons 1962) - - 1. The general equations (1) for the model are first derived.- - 2 . A condition on the fitnesses for the existence of a non-trivial equilibrium with $D=0$ is next derived (equation (6)).—— 3. An "additive" fitness model leads to a unique internal equilibrium with $D=0$, which is the unique stable equilibrium if both loci are heterotic.-.-4. A "multiplicative" model also gives an equilibrium with $D=0$, which, however, in general is stable only if $r$ exceeds a simple function of the selection coefficients. When $r$ is less than its critical value, stable equilibria with $D \neq 0$ may exist.- -5. A general necessary condition (13) for the stability of a nontrivial equilibrium with $D=0$ is derived. The application of the condition to the additive and multiplicative (14) models is discussed.- - 6 . A general symmetrical viability model, which includes essentially all those previously considered, is analyzed in detail for equilibria and their stability. As for the multiplicative model, equilibria with $D$ appreciably different from zero may exist provided $r$ is less than a certain critical value--7, 8. Conditions are derived for the increase of a gene linked to a stable polymorphism (Table 5) and for the simultaneous increase of two new alleles at each of two linked loci (Table 6).--9. A general condition is derived for the existence of a stable linkage disequilibrium whenever $r$ is sufficiently small.- -10. The overall pattern of equilibria given by these models as a function of fitnesses and the recombination fraction is reviewed with reference to the representation of the gamete frequencies of a population as a point in a regular tetrahedron. A sufficient condition for the existence of a stable internal equilibrium point is that no marginal point (either on an edge or a vertex) is a stable equilibrium point. The conditions for the increase of new gametic combinations provide the criteria for the stability of the marginal points of the tetrahedron. The additive, multiplicative and symmetric viability models as well as a special numerical example are used to illustrate these general principals.- -It is emphasized in the discussion that the reason for an interest in the detailed analysis of the interaction between linkage and selection, is in order to obtain some indication of the type of selection which is needed to effect the evolutionary molding of the organization of genes on the chromosomes.
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