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S U M M A R Y
In seismology numerous observations indicate a relationship between pore pressure in the
Earth’s crust and the occurrence of earthquakes. In this paper we study aftershock sequences
in the South Iceland Seismic Zone (SISZ), where poroelastic rebound has been observed in the
post-seismic period of two M 6.5 earthquakes in 2000 June. We analyse characteristic features
in the spatiotemporal distribution of aftershocks following the two M 6.5 2000 June 17 and 21
earthquakes and a M 4.5 earthquake on 1999 September 27. These features include an initial
pre-power-law decay period characterized by an initially finite aftershock rate, a subsequent
power-law decay interrupted by distinct and temporary rate increases and decreases as well
as increased clustering of aftershocks with time in the main shock fault zones. Extending the
analysis to a M 3.2 aftershock sequence in the same region confirms an increase in the duration
of the initial pre-power-law decay period with increasing main shock magnitude. We find, from
the return time of aftershock magnitudes to the long-term completeness level, that the initial
pre-power-law decay period and its durational dependence on main shock magnitude may
not only represent incompleteness artefacts but may also reflect the physics of the aftershock
process in the SISZ. Based on pore pressure diffusion modelling, we interpret the origin of the
observed SISZ aftershock features in terms of a spatially non-linear coseismic influence of the
main shock on stresses in the surrounding crust and poroelastic adjustment of stresses and pore
pressures during main shock initiated diffusion processes. In a discussion of alternative inter-
pretations, we find that rate and state friction and dynamically propagating crack models, the
statistical ETAS model, afterslip models, viscoelastic relaxation of the lower crust and upper
mantle and a recently proposed dependence on the crustal state of stress all appear inconsistent
with at least one of the characteristic spatiotemporal features of the studied SISZ aftershock
sequences. We conclude that these features constitute strong evidence for pore pressure ef-
fects in aftershock triggering within the SISZ and recommend that poroelastic adjustment
of stresses is taken into account in modelling of main shock initiated pore pressure diffusion.

Key words: Time series analysis; Spatial analysis; Seismic cycle; Geomechanics; Seismicity
and tectonics; Mechanics, theory and modelling.

1 I N T RO D U C T I O N

The Earth’s crust is, at many locations, saturated with fluids that
fill pores, cavities, cracks and faults and exert a pressure on the
surrounding rock. In seismology numerous observations indicate a
relationship between pore pressure in the crust and the occurrence
of earthquakes. Circumstances where pore pressure-induced seis-
micity has been observed include reservoir loading (e.g. Beck 1976;
Bell & Nur 1978; Talwani & Acree 1985; Roeloffs 1988; Pandee
& Chadha 2003), groundwater recharge (e.g. Saar & Manga 2003),
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fluid injection (e.g. Zoback & Harjes 1997; Shapiro et al. 2003),
fluid extraction (e.g. Segall 1985, 1989) and following the occur-
rence of large earthquakes (e.g. Nur & Booker 1972; Li et al. 1987;
Bosl & Nur 2002; Shapiro et al. 2003; Gavrilenko 2005).

Nur & Booker (1972) suggest that aftershocks occur as a result of
diffusion of the pore pressure transient induced by a main shock and
show that a pore pressure diffusion model can explain the power-
law decay in Omori’s law for aftershocks (Omori 1894). Alternative
hypotheses for the occurrence of aftershocks include dynamically
propagating cracks (e.g. Yamashita & Knopoff 1987; Shaw 1993;
Kanamori & Brodsky 2004), rate- and state-dependent frictional
slip on faults (e.g. Dieterich 1994; Kanamori & Brodsky 2004),
the ETAS model of secondary triggering (Ogata 1988), viscoelastic
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relaxation (e.g. Deng et al. 1999; Freed & Lin 2001) and afterslip
(e.g. Perfettini & Avouac 2004; Hsu et al. 2006). The empirically
well-established Omori law (Utsu et al. 1995) describes the temporal
decay in the rate of aftershocks as (Utsu 1961).

dn

dt
= K

(c + t)p
, (1)

where n is the number of events following the main shock, K, c and
p are empirical constants, and t is the time since the main shock.
For a non-zero value of c, the Omori law predicts a transition from
a period (t < c) with a constant and finite aftershock rate initially
at t = 0 (given by K/cp) to a period (t > c) with a power-law
decay in the rate of aftershocks. In the subsequent discussion we
refer to the initial period t < c as the pre-power-law decay period.
If the value of c is zero, however, the Omori law is a pure power
law for all times t > 0, with an infinitely large initial aftershock rate
at t = 0. By modelling pore fluid diffusion following the Landers
1992 earthquake, Bosl & Nur (2002) infer a rate of pore pressure-
induced seismicity in agreement with the Omori law and the rate
of the observed Landers aftershocks. The modelling of Bosl & Nur
(2002) thus show that main shock initiated pore pressure diffusion
is a process resulting in a rate of aftershocks that decays as a power
law after an initial period governed by a finite aftershock rate, as in
eq. (1) with a non-zero value of c.

Following two M 6.5 earthquakes in the South Iceland Seis-
mic Zone (SISZ), 2000 June 17 and 21, significant water level
changes took place in geothermal wells (Björnsson et al. 2001) and
crustal deformation measured by InSAR indicated poroelastic re-
bound (Jónsson et al. 2003). These observations demonstrate that
diffusion of main shock induced pore pressure transients played a
significant role in geophysical and hydrological processes in the
post-seismic period of these two earthquakes. Considering the role
pore pressure can play in triggering earthquakes, the SISZ thus
forms a natural laboratory for investigating the possible relationship
between main shock initiated diffusion processes and the occurrence
of aftershocks.

In this paper, we identify and analyse characteristic features in the
spatiotemporal distribution of aftershocks in the SISZ, following the
two M 6.5 2000 June 17 and 21 earthquakes and a M 4.5 earthquake
on 1999 September 27. We also briefly discuss a M 3.2 aftershock
sequence from the same region taking place on 1995 February 28.
Our aim is to suggest an interpretation of the features in the studied
SISZ aftershock sequences in terms of the physics of pore pressure
diffusion. We model pore pressure diffusion processes initiated by
main shocks of two different magnitudes, Mw = 2.2 and Mw = 4.6,
to investigate the dependency of pore pressure-induced seismicity
on main shock magnitude. In the Mw = 4.6 case, we also consider
poroelastic adjustment of both stresses and pore pressures during
the diffusion process.

2 T H E O RY O F M A I N S H O C K I N I T I AT E D
P O R E P R E S S U R E D I F F U S I O N A N D
P O R E P R E S S U R E T R I G G E R I N G

Main shock initiated pore pressure diffusion processes are driven by
coseismic stress and pore pressure changes in the crust surrounding
the main shock. Here we describe the calculation of these stress
and pore pressure changes, equations governing the associated pore
pressure diffusion process, a pore pressure failure criterion derived
from the Mohr–Coulomb failure criterion and pore pressure trig-
gering of seismicity during the diffusion process.

2.1 Coseismic stress and pore pressure changes

Following Rice & Cleary (1976), the coupled constitutive equations
that relate strain, stress, pore pressure and fluid mass content per
unit volume for an isotropic fluid saturated medium are

2Gεi j = σi j − ν

1 + νu
σkkδi j − 3(νu − ν)

B(1 + ν)(1 + νu)
Pδi j , (2)

m − m0 = 3ρ0(νu − ν)

2G B(1 + ν)(1 + νu)

[
σkk − 3

B
P

]
, (3)

where the Einstein summation convention applies and εij are strains,
σ ij stresses, P pore pressure, m − m0 change in fluid mass content
per unit volume, ρ0 fluid density, G shear modulus, ν and νu drained
and undrained Poisson’s ratio and B Skempton’s coefficient. The
indices i and j runs over the coordinate directions E, N and Z.

The static elastic strain and stress changes during an earthquake
are assumed to take place so rapidly that there is no net fluid flow.
The induced coseismic pore pressure change is therefore given by
setting m − m0 = 0 in eq. (3), yielding �σ kk = (3/B) · �P ind.
Inserting this into eq. (2) and rewriting, the coseismic change in
pore pressure can be written in terms of the volumetric strain change
caused by the earthquake:

�Pind = B

3

2G(1 + νu)

1 − 2νu
�εkk . (4)

We can also use �P ind = (B/3) σ kk to rewrite eq. (2) to give the
coseismic stress change in terms of the elastic deformation due to
an earthquake:

�σ ind
i j = 2G

(
�εi j + νu

1 − 2νu
�εkkδi j

)
. (5)

In our calculations, we assume a volume decrease to be positive and
induced compressional stresses will thus be positive. Note though,
that Rice & Cleary (1976) treat compressional stresses as negative
and dilatational stresses as positive. To calculate coseismic changes
in pore pressures (eq. 4) and stresses (eq. 5) we use the equations
of Okada (1992) to calculate elastic deformations associated with a
main shock slip model.

2.2 Diffusion equations

2.2.1 Pore pressure diffusion equation

In hydrogeological applications it is often assumed that the strain
is purely vertical and that the Earth’s surface is a free surface with
no changes in the overburden pressure. Assuming an isodense and
isoviscous fluid, no significant elevation changes over time and
incompressible solid grains, the diffusion of coseismically induced
pore pressure changes is governed by the equation

D∇2 (�Pind) = ∂

∂t
(�Pind) , (6)

where �P ind is the induced pore pressure transient (eq. 4) and the
hydraulic diffusivity D is given by

D = k

η
(

1+ν

3(1−ν)K + φ 1
K f

) , (7)

where k is the permeability, η the dynamic viscosity of the fluid, φ

the porosity and Kf the fluid bulk modulus (Neuzil 2003).
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2.2.2 Poroelastic diffusion equation

Using Darcy’s law for the isotropic case, strain and stress compat-
ibility equations, force equilibrium and conservation of fluid mass,
Rice & Cleary (1976) obtain a diffusion equation of the form

cm∇2

(
�σkk − 3

B
�P

)
= ∂

∂t

(
�σkk − 3

B
�P

)
, (8)

where cm is the hydraulic diffusivity given by

cm = 1

3

k

η

[
2G(1 − ν)

(1 − 2ν)

] [
B2(1 + νu)2(1 − 2ν)

9(νu − 1)(νu − ν)

]
, (9)

where k is permeability and η is the dynamic viscosity of the fluid.
The poroelastic diffusion equation (eq. 8) implies poroelastic

adjustment of stresses as coseismic pore pressure changes return to
equilibrium during the diffusion process.

In eq. (8), �σ kk refers to a stress perturbation (�σ ij) satisfying
force equilibrium and strain and stress compatibility equations. This
stress perturbation can be determined by solving the following set
of equations (for a treatment of their derivation, see e.g. Wang 2000;
Neuzil 2003):

∇2

(
�σkk − 6(νu − ν)

B(1 − ν)(1 + νu)
�P

)
= 0 (10)

∇2
(
(1 + ν)�σi j − ν�σkkδi j

) + ∂2�σkk

∂xi∂x j
−

− 3(νu − ν)

B(1 + νu)

(
∂2�P

∂xi∂x j
+ ∇2 (�P) δi j

)
= 0 (11)

2.3 Pore pressure failure criterion

To evaluate the seismicity induced by a main shock initiated pore
pressure diffusion process we utilize the Mohr–Coulomb failure
criterion (e.g. Scholz 2002)

τ f = τ0 + μ(σn − P), (12)

where τ f is the shear stress required to overcome the shear strength
of a fault, τ 0 a cohesion term, μ the coefficient of friction, σ n the
normal stress on the fault and P the pore pressure. Note that σ n and P
here refer to total stresses and pore pressures. The Mohr–Coulomb
failure criterion can be rewritten in terms of a pore pressure failure
criterion which we use to evaluate pore pressure-induced seismicity.
Assuming the cohesion τ 0 to be zero (see e.g. Brace & Kohlstedt
1980; Zoback & Healy 1984) and that failure will take place on
faults optimally oriented for failure in relation to the total stress
state, the critical pore pressure necessary for failure is

Pcrit = 1

2μ

[−σ1

(
(1 + μ2)1/2 − μ

) + σ3

(
(1 + μ2)1/2 + μ

)]
,

(13)

where σ 1 and σ 3 are the principal stresses of the total stress state
having the largest and smallest magnitudes, respectively.

2.4 Pore pressure triggering during the diffusion process

In our modelling the total stress state is the sum of a background
state of stress and a stress perturbation, where the stress perturbation
can be the coseismic stress change (eq. 5) or the time-dependent

poroelastic stress perturbation (eqs 10 and 11). To obtain a non-zero
pore pressure triggering rate in our modelled diffusion processes an
essential requirement is that at least some part of the crust is in a
critical state initially, with optimally oriented faults on the point of
failure according to the Mohr-Coulomb failure criterion (eq. 12).
We assume that the background state of stress, prior to any stress
and pore pressure perturbation, is critical in the entire crust (see
Section 4.1.2). This implies that the background stress state yields
a critical pore pressure that is equivalent to the undisturbed regional
pore pressure P reg.

Now, a perturbation of the background stress state implies that the
critical pore pressure necessary for failure will also be perturbed. If
we assume post-seismic pore pressure diffusion only (eq. 6), the co-
seismically perturbed critical pore pressure (Ppert

crit ) does not change
with time during the diffusion process. Given Ppert

crit , the regional
pore pressure P reg and the coseismic pore pressure perturbation
�P ind the diffusion process will trigger seismicity in the parts of
the crust where

Preg + �Pind < Ppert
crit < Preg. (14)

From eq. (14) we can see that triggering will take place in the di-
latational regime of the main shock as the coseismic pore pressure
perturbation has to reduce the regional pore pressure for the above
relationship to hold. We can thus use eq. (14) to determine the
spatial extent of potential triggering and the dimensions of the vol-
ume where we need to model the pore pressure diffusion process.
During the diffusion process pore pressures will recover by rising
in the dilatational regime and trigger seismicity when the sum of
the diffusing pore pressure transient and the regional pore pressure
exceeds the critical pore pressure.

3 A NA LY S I S O F A F T E R S H O C K
S E Q U E N C E S I N T H E S I S Z

In Iceland, the onland spreading of the mid-Atlantic Ridge is offset
by two east–west oriented transform zones, the SISZ in the south and
the Tjörnes Fracture Zone off the north coast. The SISZ stretches
70–80 km eastwards from the Hengill triple junction and accommo-
dates left-lateral transform motion between the North American and
the Eurasian plates. This motion, however, is not accommodated by
a major E–W oriented strike-slip fault. Instead, the SISZ accom-
modates the plate motion through right-lateral strike-slip faulting
on vertical north–south striking faults. It has been suggested that
bookshelf tectonics is responsible for this way of accommodating
the plate motion, with counter-clockwise rotation of blocks between
N–S oriented right-lateral strike-slip faults (Einarsson 1991).

3.1 Data

3.1.1 Spatial distribution of main shocks and aftershocks

Fig. 1 shows the locations and focal mechanisms of the main shocks
whose aftershock sequences we study in this paper. The Harvard
CMT focal mechanisms of the 2000 June 17 (J17) and 21 (J21)
M 6.5 earthquakes are of the type expected for the SISZ, with
right-lateral strike-slip faulting on north–south striking faults. For
the M 4.5 event on 1999 September 27 (S27) and the M 3.2 event
on 1995 February 28 (F28) the corresponding focal mechanisms
indicate (according to the Icelandic Meteorological Office database)
oblique normal slip on roughly east–west oriented faults or left-
lateral oblique slip on roughly north–south oriented faults.
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Figure 1. Investigated main shocks in the South Iceland Seismic Zone
(SISZ), their focal mechanisms, and spatial distribution of corresponding
aftershocks. Seismicity within the inner solid black frame (black dots): M
4.5 1999 September 27 (S27) aftershocks, within the dashed black frame
(black dots): M 6.5 2000 June 17 (J17) aftershocks, within the grey frame
(grey dots): M 6.5 2000 June 21 (J21) aftershocks. The dashed black and
white frame (inside the inner solid black frame) delimits the spatial extent
of aftershocks associated with a M 3.2 main shock on 1995 February 28
(F28). Star: a M ∼ 3.5 earthquake occurring within the first 30 s of the J17
earthquake. Inverted triangle: a M ∼ 5 earthquake occurring 2 min after the
J17 earthquake. Inset: the location of the SISZ.

The spatial extent of the studied aftershock sequences is defined
by the different frames shown in Fig. 1. Within these frames our
defined aftershock sequences consists of detected earthquakes in
time periods starting immediately after respective main shock and
ranging up to ∼11 d (M 3.2 F28), ∼8.5 months (M 4.5 S27) and
∼3.7 yr (M 6.5 J17 and M 6.5 J21). The seismicity (plotted in black)
within the inner black frame surround the M 4.5 S27 epicentre
and represent earthquakes defined as M4.5 S27 aftershocks. Within
the dashed black and grey frames the plotted seismicity represents
earthquakes defined as M 6.5 J17 (black dots) and M 6.5 J21 (grey
dots) aftershocks. Finally, the black and white dashed frame shows
the spatial extent of aftershocks associated with the M 3.2 F28
main shock. In the subsequent discussion we refer to the defined
sequences as the M 3.2 F28, M 4.5 S27, M 6.5 J17 and M 6.5 J21
aftershock sequences, respectively.

The M 6.5 J17 and M 5.6 J21 aftershock sequences are consid-
ered as separate sequences in our spatiotemporal analysis of the
corresponding aftershock distributions. We may, however, also con-
sider the M 6.5 J21 main shock and its aftershocks in the J21 frame
as aftershocks of the M 6.5 J17 main shock. We have thus also de-
fined a combined aftershock sequence, including events from both
the J17 and J21 frames in a ∼3.7-year period following the M 6.5
J17 main shock. Later, we refer to this combined sequence as the M
6.5 J17+J21 sequence.

In Fig. 1, the star shows the location of a M∼ 3.5 earthquake oc-
curring within the first 30 s of the M 6.5 J17 earthquake (Antonioli
et al. 2006). By modelling the dynamic stress perturbations associ-
ated with the passing of the seismic waves of the J17 earthquake and
using a fault response governed by rate and state-dependent friction,
Antonioli et al. (2006) conclude that the occurrence of this event
may be explained by instantaneous dynamic triggering. Following
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Figure 2. (a), (b) and (c): rate of aftershocks versus time (black dots) for (a)
the M 4.5 S27 aftershock sequence, (b) the M 6.5 J17 aftershock sequence
and (c) the M 6.5 J21 aftershock sequence. Upward- and downward-pointing
arrows: bins exhibiting significant deviations from the Omori power-law
decay in terms of drops and increases in aftershock rate (see Section 3.1.2).
In (b) the bins marked by circles, a square and a diamond indicate time
intervals (the first c seconds, day 46–50 and day 91–95, respectively) during
which Fig. 4 shows spatial snapshots of the M 6.5 J17 aftershocks. (d):
seismicity rate versus time for the M 3.2 F28 (diamonds), the M 4.5 S27
(circles) and the combined M 6.5 J17+J21 (squares) aftershock sequences.
The rate curves are shifted on the vertical axis for clarity. In (a)–(d) the
solid black curves represent the Omori law using the values of K, c and p
estimated from each sequence.

this event an earthquake with M ∼ 5, shown by the inverted triangle
in Fig. 1, took place 2 min after the M 6.5 J17 earthquake, just west
of the J17 fault (Vogfjord 2003). This aftershock will be discussed
shortly in Section 3.2.

3.1.2 Aftershock rate

The decay in the rate of aftershocks with time in the M 4.5
S27, M 6.5 J17 and M 6.5 J21 aftershock sequences is shown
in Figs 2(a)–(c), respectively. These plots show, in general, that the
aftershock rate in all of the sequences obeys the Omori law, with an
initial pre-power-law decay period during approximately c seconds
and a subsequent power-law decay. During the pre-power-law decay
period there are quite large fluctuations in aftershock rate around
the rate predicted by the Omori law. This may be a result of random
sampling biases due to potential masking shortly after respective
main shock (see Section 3.1.3).

Considering the combined M 6.5 J17+J21 sequence Fig. 2(d)
shows that the seismicity rate following the M 6.5 J17 main shock
within the combined J17 and J21 frames also obeys the Omori
law. For comparison, Fig. 2(d) also shows the seismicity rate in
the M 3.2 and M 4.5 S27 aftershock sequences. Comparing the
sequences in Fig. 2(d) with each other we can see that the duration
of the pre-power-law decay period increases with increasing main
shock magnitude. This dependency on main shock magnitude is
also indicated in Figs 2(a)–(c), as the duration of the pre-power-law
decay period is much shorter in the M 4.5 S27 aftershock sequence
than in the two M 6.5 J17 and M 6.5 J21 aftershock sequences.

By carefully studying the power-law decay period, we can identify
a common feature among the aftershock sequences, marked by the
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upward-pointing arrows in Figs 2(a)–(c). This feature is a distinct
drop in the rate of aftershocks, below the expectation value of the
rate given by the Omori law for each sequence. For the M 4.5 S27,
M 6.5 J17 and M 6.5 J21 sequences, this lower rate of aftershocks
can be seen in histogram bins covering the time between 5.2–10.5,
40–57 and 27–72 days after each main shock, respectively. Here, day
refers to the number of 24-hr periods counted from the occurrence
time of respective main shock. We will use this definition of day
throughout the remainder of this paper.

Following these drops, the rate increases significantly (marked by
downward-pointing arrows in Figs 2a–c) and the power-law decay
is then resumed, closely following the Omori law for the rest of each
sequence. For the M 4.5 S27, M 6.5 J17 and M 6.5 J21 sequences,
these rate increases can be seen in histogram bins covering the time
between 10.5–15.2, 57–115 and 72–117 days after each main shock,
respectively. A rate increase that is not preceded by a distinct drop
in the seismicity rate can also be seen early in M 4.5 S27 sequence,
in a histogram bin covering the time between 1.25–1.8 days after
the main shock.

To interpret the origin of the distinct rate drops (and subsequent
rate increases) we need to assess whether the drops in aftershock
rate are statistically significant. We use a Monte Carlo approach to
assess whether we can reject the hypothesis that the distinct rate
drops is a result of random fluctuations in respective aftershock
sequence. First we assume that the rate of aftershocks is governed
by the Omori law (with maximum likelihood estimates of the pa-
rameters K, c and p). Monte Carlo simulations of each aftershock
sequence using the stretching algorithm (Jónsdottir et al. 2006)
then reveals that we, with a confidence level over 99.99 per cent,
can reject the hypothesis that the distinct rate drops are caused
by random fluctuations in aftershock processes governed by the
Omori law.

We may interpret the distinct rate drops and subsequent rate
increases in terms of the statistical ETAS model of seismicity (Ogata
1988), in which each aftershock has a magnitude-dependent ability
to trigger its own aftershocks with a rate decaying according to the
Omori law. Monte Carlo simulations using an ETAS model shows
that we cannot reject the hypothesis that the distinct rate drops
and subsequent rate increases are due to secondary triggering. We
can only reject the ETAS hypothesis by showing that there is no
nearby large aftershock during the nearest time period prior to a
distinct rate increase. For each of the M 4.5 S27, M 6.5 J17 and M
6.5 J21 aftershock sequences we have thus made a careful analysis
of how aftershock magnitudes and number of aftershocks varies
with time in crustal volumes where aftershocks cluster during the
rate increases that follow the distinct rate drops. This analysis is
illustrated in Section 3.2 for the M 6.5 J17 aftershock sequence and
the result is summarized in Section 3.3, point (viii).

3.1.3 Temporal completeness

After a larger earthquake the seismic activity will be intense in
the fault zone and the near fault zone region. As this may lead
to masking of small aftershocks in the coda associated with the
main shock (and possibly also larger aftershocks) it is inevitable
that our observations of the beginning of aftershock sequences will
be incomplete to some extent. It has been shown, for aftershock
sequences in Japan (Nanjo et al. 2007) and California (Shcherbakov
et al. 2004), that reducing the cut-off magnitude to include smaller
aftershocks prolongs the onset of the power-law decay in aftershock
rate. The initial pre-power-law decay period (and the associated

non-zero value of the Omori law parameter c) is therefore often
considered an artefact of incomplete detection of small aftershocks
(e.g. Utsu et al. 1995; Kisslinger 1996; Kagan 2004; Woessner
et al. 2004; Kagan & Houston 2005; Lolli & Gasperini 2006). It
has been observed, however, that non-zero c-values obtained when
restricting the analysis to smaller main shock- and larger aftershock
magnitudes reflect a systematic behaviour of early aftershocks rather
than incompleteness artefacts (Narteau et al. 2009).

That it is necessary to assess the duration of the masking period
is demonstrated by the recovery of a significant number of small,
mostly undetected, aftershocks from high-pass filtered seismograms
covering limited time periods immediately following main shocks
in Japan (e.g. Enescu et al. 2007; Peng et al. 2007) and the 2004
Mw 6.0 Parkfield, California, earthquake (Peng et al. 2006). With
main shocks of different magnitudes (as in this study) it is natural
to expect that the duration of the masking period increases with
increasing main shock magnitude (e.g. Lennartz et al. 2008). To
assess this duration using high-pass filtered waveform data it is nec-
essary to determine when the ratio between the cumulative number
of aftershocks recorded in the network catalogue and detected in
the high-pass filtered waveforms reaches the value of 1. If this ratio
reaches the value of 1 before t = c it implies that the non-zero value
of c is not an incompleteness artefact and may reflect the physics of
the aftershock process.

In this study we take another approach, utilizing recorded after-
shock magnitudes, to assess the duration of the potential masking
period as the required waveform data to perform the above analysis
is unavailable to us. For a given earthquake data set, the magni-
tude of completeness (Mc) is typically defined as the magnitude
above which the magnitude distribution is well described by the
empirical Gutenberg-Richter law (Gutenberg & Richter 1944). We
assess long-term Mc levels prior to each of the main shocks in this
study, using earthquakes in the time periods 1992 January 1 to 1999
September 27 (within the M 4.5 S27, M 6.5 J17, M 6.5 J21 and M
6.5 J17+J21 frames in Fig. 1) and 1992 January 1 to 1995 February
28 (within the M 3.2 F28 frame in Fig. 1). To estimate Mc levels
for the corresponding aftershock sequences we use magnitudes of
detected aftershocks in the time interval of each sequence (see Sec-
tion 3.1.1). The result is listed in Table 1 where we can see that the
estimated Mc level for the studied aftershock sequences is always
larger than the corresponding long-term Mc level. This implies that
we cannot use the point in time when aftershocks are complete down
to the long-term completeness magnitude Mc to estimate the mask-
ing period (as the recorded aftershock sequences does not provide
this information). Instead, we consider the return time of aftershock
magnitudes to the long-term Mc level as an estimate of the duration
of the masking period for each aftershock sequence.

In Figs 3(a), (b) and (d) we can see that the minimum magnitude
in equal-sized temporal bins returns to the long-term completeness
level at times t < c in the M 4.5 S27, the M 6.5 J17 and the
combined M 6.5 J17+J21 aftershock sequences. For both the M
4.5 S27 and the combined M 6.5 J17+J21 aftershock sequences
in Figs 3(a) and (d) the minimum magnitude then drops below
the long-term completeness level before t = c. In the M 6.5 J17
sequence, however, the minimum magnitude drops below this level
first after t = c. Finally, the return time is approximately equal to
the value of c in the M 6.5 J21 aftershock sequence, as shown in
Fig. 3(c). For the M 3.2 F28 aftershock sequence we do not perform
this analysis as the first recorded aftershock occurs at a time t that
is greater than the associated c value. In this sequence, however,
masking of small aftershocks is unlikely due to the low main shock
magnitude.
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Table 1. Omori law c values (maximum likelihood estimates) and mag-
nitude of completeness levels for the studied aftershock sequences. Except
where indicated Mc is a maximum likelihood estimate assuming a trun-
cated normal distribution below Mc and the Gutenberg–Richter law above
Mc (Woessner & Wiemer 2005). Bold c values estimated using all detected
aftershocks. For the M 4.5 S27 and M 6.5 J17+J21 sequences the c values
obtained when excluding the potential masking period from Fig. 3 are also
shown.

Sequence c Aftershock Mc Long-term Mc

M 3.2 F28 44 s ∼0.4a 0.2b

M 4.5 S27 5295 s 0.35 0.1
(∼1.5 hr)
t > 0.24 c:

5422 s
(∼1.5 hr)

M 6.5 J17 104 219 s 0.35 0.25
(∼1.2 d)

M 6.5 J21 49 306 s 0.35 0.1
(∼13.7 hr)

M 6.5 J17+J21 180 500 s 0.35 0.2
(∼2.1 d)

t > 0.35 c:
86 211 s
(∼1 d)

t > 0.65 c:
0 s

aNot well defined, the magnitude distribution does not agree well with the
Gutenberg-Richter law. bEstimated visually from a histogram of earthquake
magnitudes.

Altogether, we find that the duration of the potential masking
period of small aftershocks is ∼24 per cent of the c value for the
M 4.5 S27 sequence, between ∼60–100 per cent of the c value for
the M 6.5 J17 sequence, ∼110 per cent of the c value for the M 6.5
J21 sequence and ∼35–65 per cent of the c value for the combined
M6.5 J17+J21 sequence. For the M6.5 J17 and J21 sequences this
implies that we cannot reject the null hypothesis that a non-zero c
value represents an incompleteness artefact in favour of a physical
interpretation. For the M 4.5 S27 and M 6.5 J17+J21 sequences,
however, we may reject incompleteness artefacts as the duration
of the potential masking period is shorter than the corresponding
c values. Table 1 shows that removing the aftershocks during the
potential masking period of the M 4.5 S27 sequence does not have
a significant effect on the c value. In the M 6.5 J17+J21 sequence,
however, Table 1 shows that such a removal reduces the c value
with ∼50–100 per cent. Based on these findings we conclude that
the increase in c value with increasing main shock magnitude ex-
pressed by the M 3.2 F28, the M 4.5 S27 and to some extent the
combined M 6.5 J17+J21 aftershock sequences may not only rep-
resent incompleteness artefacts but may also reflect the physics of
the aftershock process in the SISZ.

3.2 Spatiotemporal evolution of the M 6.5 J17 aftershock
sequence

We have investigated the spatiotemporal evolution of the M 4.5 S27,
M 6.5 J17 and M 6.5 J21 aftershock sequences by time stepping
through each sequence in a consistent manner. Before summarizing
the general findings from this investigation (next section), we here
use the M 6.5 J17 aftershock sequence to illustrate our analysis.

Fig. 4 shows three temporal snapshots of the spatial distribution
of M 6.5 J17 aftershocks, taken during (1) the first c = 104 219 s
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Figure 3. Minimum magnitude of aftershocks in equal-sized temporal bins
for: (a) the first 3 hr of the M 4.5 S27 aftershock sequence, (b) the first 3 d of
the M 6.5 J17, (c) M 6.5 J21 and (d) the combined M 6.5 J17+J21 aftershock
sequences. For each aftershock sequence the horizontal lines marks the long-
term magnitude of completeness (solid line) and the approximate duration
of the masking period of small aftershocks (solid line with triangles). The
estimated duration of the masking period is expressed in fractions of the
Omori law c value for each sequence, which is shown by the vertical dashed
line.

(∼29 hr) of the aftershock sequence (a and b), (2) a distinct drop
in aftershock rate (day 46–50, c and d) and (3) the subsequent
rate increase (day 91–95, e and f). The selected time intervals are
indicated in Fig. 2(b). In Fig. 4 the left-hand panels represent a
map view of the aftershocks while the right-hand panels represent
aftershocks projected onto a west–east depth slice. Using the P-
wave radiation pattern of the M 6.5 J17 main shock we determine
the proportion of aftershocks in the dilatational and compressional
quadrants for each time interval. Based on an evaluation of counting
errors (see e.g. Greenhough & Main 2008) these proportions are
given with two significant figures in the legend in each of the right-
hand panel plots in Fig. 4.

During the first c seconds of the M 6.5 J17 aftershock sequence
we can see (Figs 4a and b) some clustering close to the J17 fault
(outlined by the solid frame), but also that aftershocks occur fur-
ther away from the fault zone. In the depth section (Fig. 4b), it is
interesting to note that the scattered aftershocks west of the fault
tend to be located at depths greater than 5 km while corresponding
aftershocks east of the fault tend to be located above 5 km depth. We
can also see that the majority of the aftershocks occur in quadrants
of coseismic dilatation and pore pressure decrease (59 per cent).

When the M 6.5 J17 aftershock rate exhibits a distinct rate drop
(day 46–50), Figs 4(c) and (d) show that most of the M 6.5 J17
aftershocks are now located in the vicinity of the J17 fault plane,
although some scattered seismicity exists east of the J17 fault. West
of the J17 fault, Fig. 4(d) also shows some seismicity lined up along
the likely fault plane of the M ∼ 5 event taking place 2 min after the
J17 earthquake. In this time interval, a clear majority (81 per cent)
of the aftershocks is located in quadrants of coseismic dilatation.

During the subsequent rate increase (day 91–95), Figs 4(e) and (f)
show that the M 6.5 J17 aftershocks are mainly concentrated in two
clusters. Aftershocks located in the vicinity of the J17 fault form
one of the clusters and aftershocks off the fault in the southwestern
coseismic dilatational quadrant form the other. From Figs 4(e) and
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Figure 4. Spatial distribution of M 6.5 J17 aftershocks during the first
c = 104219 s (a and b), day 46–50 (c and d) and day 91–95 (e and f).
These time intervals are indicated with circles, squares and diamonds in
Fig. 2(b). The horizontal aftershock coordinates (E & N) are measured
relative to the M 6.5 J17 epicentre. Left panel (a, c and e): map view
of M 6.5 J17 aftershocks. Right panel (b, d and f): looking from south
at aftershocks projected on an west–east depth slice. Black solid frame:
indicates (in both panels) the orientation of the M 6.5 J17 fault plane from
the Harvard CMT focal mechanism. Black dashed frames in the left and
right panels: outline a volume where aftershocks cluster during day 91–95,
in part responsible for the rate increase indicated in Fig. 2(b). The legend
states the number of aftershocks during each time interval and how they
are distributed between main shock quadrants of coseismic dilatation (open
circles, −) and compression (black dots, +).

(f) we can see that the off-fault aftershock cluster forms an elongated
structure that dips to the northwest.

For each of the time intervals in Fig. 4 we assess whether the ob-
served spatial distribution of aftershocks differ significantly from a
spatially uniform distribution, with 50 per cent of the aftershocks
expected in the dilatational quadrants and 50 per cent in the com-
pressional. Given the observed number of aftershocks, we perform
10 000 random realizations of aftershocks uniformly distributed
over the focal sphere of the M 6.5 J17 main shock and determine the
resulting distribution of aftershock proportions in the dilatational
and compressional quadrants. From this we find that the observed
aftershock proportions presented in Fig. 4 all differ from a spatially
uniform distribution with a confidence level well over 99 per cent,
both in the dilatational and the compressional quadrants. Perform-
ing the same analysis for the entire M 6.5 J17 aftershock sequence
yields a similar result.

The observed aftershock proportions in the dilatational and com-
pressional quadrants are influenced in a random way by errors in
main shock location and in a systematic way by errors in the fo-
cal mechanism. To assess the effect of focal mechanism errors we
investigated how errors in main shock strike affected the observed
proportions. This analysis shows that clockwise errors in strike re-
duces the proportion of aftershocks in the dilatational quadrants
while anticlockwise errors increases this proportion. We also find
that the location of the off-fault aftershock cluster in the southwest-
ern dilatational quadrant is unaffected by clockwise errors in main
shock strike up to ∼20◦ and anticlockwise errors up to ∼40◦. This
indicates that the location of off-fault aftershocks in the dilatational
quadrants (primarily the southwestern one) is a robust observation
with respect to errors in the strike of the J17 main shock.
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Figure 5. (a) and (b): number of aftershocks (a) and maximum magnitude
(b) versus time (five-day bins) for M 6.5 J17 aftershocks within a volume
spanning an aftershock cluster during day 91–95 (dashed frames in Figs 4e
and f). (c) and (d): proportion of M 6.5 J17 aftershocks in the volume
occupied by the aftershocks in the day 91–95 cluster versus time, considering
aftershocks within the day 91–95 cluster volume (c) and within the entire
M 6.5 J17 aftershock region (d). In each subplot the square indicates day
91–95.

We now investigate, in more detail, the off-fault aftershock cluster
during day 91–95 after the M 6.5 J17 main shock by defining a rect-
angular volume spanning this cluster (dashed frames in Figs 4a–f).
As discussed in Section 3.1.2 the motivation for this analysis is to as-
sess whether the ETAS model of secondary triggering may explain
the increase in aftershock rate during day 91–95. Fig. 5(a) shows
that the number of M 6.5 J17 aftershocks within the day 91–95
cluster volume decays in a monotonic fashion with time during the
first ∼75 days after the mainshock. Then the number of aftershocks
exhibits three peaks, during day 81–85, day 91–95 and day 101–105,
showing that the number of aftershocks then increases temporarily
in this volume.

Fig. 5(b) shows how the magnitude of the largest aftershock
varies with time within the investigated day 91–95 cluster volume.
During the first five days the magnitude of the largest aftershock
is 5.8, taking place ∼2 min after the M 6.5 J17 main shock. This
aftershock corresponds to the M ∼ 5 event discussed by Vogfjord
(2003) and its location is shown by the inverted triangle in Fig. 1.
Due to the proximity in time to the main shock, it is difficult to assess
whether it is the main shock or the M 5.8 aftershock that results in the
large number of aftershocks in the investigated volume during the
first five days. In the following 120 days, the maximum magnitude
is scattered between ∼0.5–3 and is mostly lower than 2. Although
there is a peak in the maximum magnitude (1.9) during day 91–95,
it appears that there is no general correlation between a peak in
the maximum magnitude (Fig. 5b) and a peak in the number of
aftershocks (Fig. 5a). Moreover, maximum aftershock magnitudes
of the same order does not, in general, correspond to similar values
in the number of aftershocks. In the ETAS model we expect that
aftershocks of a given magnitude always generates the same number
of secondary aftershocks. It thus appears that secondary triggering
and the ETAS model does not explain the observed rate increase
during day 91–95 of the M 6.5 J17 aftershock sequence.

In Fig. 5(c) we show, how the proportion of aftershocks in the
close vicinity of the aftershocks in the day 91–95 cluster varies with
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time. To estimate this proportion, we divide the volume outlined by
the dashed frames in Fig. 4 into smaller cubes of equal size and de-
termine which of these cubes that are occupied by the aftershocks in
the day 91–95 cluster. In five-day time steps through the M 6.5 J17
aftershock sequence, we then count and divide the number of after-
shocks located within the cubes occupied by the day 91–95 cluster
with the total number of M 6.5 J17 aftershocks in the investigated
volume. In Fig. 5(c) we can see that the proportion of aftershocks
in the cubes occupied by the day 91–95 off-fault cluster is below 20
per cent during the first 60 days. Then, this proportion is scattered
between 10 and 50 per cent during the subsequent 60 days (except
day 91–95, when it is 100 per cent as expected). The increase in the
range of the scatter can be taken as an indication of more aftershock
activity in the vicinity of the day 91–95 cluster.

We now consider the entire M 6.5 J17 aftershock region (Fig. 4),
down to 12 km depth, when estimating how the proportion of after-
shocks in close vicinity of the day 91–95 cluster varies with time.
Utilizing a division of the entire volume into cubes of equal size,
we estimate this proportion in the same way as for the proportion
in Fig. 5(c). Fig. 5(d) shows that ∼35 per cent of the M 6.5 J17
aftershocks during day 91–95 occur in the cubes occupied by the
day 91–95 off-fault cluster of aftershocks. This proportion of after-
shocks represents a distinct peak in the distribution, as it otherwise
is scattered below 20 per cent. This is an indication that the crustal
volume of the off-fault aftershock cluster responsible for part of the
rate increase in the M 6.5 J17 aftershock sequence becomes more
active during day 91–95 after the main shock.

3.3 Summary of the spatiotemporal analysis of SISZ
aftershock sequences

To summarize our analysis of the studied SISZ aftershock se-
quences, we have found the following.

(i) The aftershock sequences obey, in general, the Omori law for
aftershocks describing the decay in the rate of aftershocks with time
as dn/dt = K/(c + t)p, where n is the number of aftershocks, K,
c and p are empirical parameters, and t is the time since the main
shock (Utsu 1961).

(ii) The duration of the initial period governed by an initially
finite aftershock rate, measured by c in the Omori law, is significantly
shorter for a smaller main shock than for a larger. A return of
aftershock magnitudes to the long-term magnitude of completeness
in a shorter time than measured by c indicates that the observed
non-zero values of c may not only represent incomplete detection
at short times after a main shock but may also reflect the physics of
the aftershock process.

(iii) Significant deviations from the general power-law decay can
be seen, with distinct and temporary drops in aftershock rate for all
of the studied aftershock sequences. Following these drops, there is
a distinct rate increase and the general power-law decay is resumed.
For the M 4.5 S27 aftershock sequence, there is also a distinct and
temporary increase in aftershock rate early in the sequence that is
not precluded by a significant drop in rate.

(iv) The observed spatial distribution of M 4.5 S27, M 6.5 J17
and M 6.5 J21 aftershocks in dilatational and compressional quad-
rants of respective main shock is, with a confidence level well over
99 per cent, significantly different from a spatially uniform distri-
bution. In the M 6.5 J17 and M 6.5 J21 sequences aftershocks of
respective main shock fault zone are, in general, concentrated in the
dilatational quadrants. In the M 4.5 S27 sequence most aftershocks

are located in the vicinity of the likely main shock fault plane, with
the majority in the dilatational quadrants.

(v) With time, the aftershocks in the M 4.5 S27, M 6.5 J17 and
M 6.5 J21 sequences tend to cluster in the respective main shock
fault zone, with little or no seismicity in the regions that are active
during the initial, pre-power-law decay (t < c), period. The M 4.5
S27 aftershocks also exhibit an upward migration with time along
the nodal plane that is the most likely main shock fault plane.

(vi) Aftershocks responsible for the distinct rate increase (point
iii) form distinct spatial clusters. In the M 6.5 J17 and M 6.5 J21
sequences, such clusters occur both within respective main shock
fault zone as well as off the fault zone. The aftershocks in the M 6.5
J17 and M 6.5 J21 off-fault clusters occur in the main shock dilata-
tional quadrants, in parts of the crust becoming more seismically
active than previously in the sequence. In the M 4.5 S27 sequence,
the aftershock cluster responsible for the distinct rate increase also
occur in the main shock dilatational quadrants, but in parts of the
crust not previously seismically active. We find that this clustering
in the dilatational quadrants is a robust observation with respect
to errors in main shock strike in the M 6.5 J17 and M 6.5 J21
aftershock sequences but not in the M 4.5 S27 sequence.

(vii) For all of the studied aftershock sequences we find, with a
confidence level over 95 per cent, that a spatially uniform aftershock
distribution cannot produce the observed aftershock clustering in the
dilatational quadrants of respective main shock during the distinct
rate increases.

(viii) It appears to be no general correlation between large af-
tershock magnitudes and large number of aftershocks prior to and
during the distinct rate increases in the M 6.5 J17 and M 6.5 J21
aftershock sequences. In the M 4.5 S27 aftershock sequence, how-
ever, we find a potential correlation of this kind. This implies that
we may reject the ETAS model and secondary triggering as an ex-
planation for the distinct rate increases in the M 6.5 J17 and M 6.5
J21 aftershock sequences but not in the M 4.5 S27 sequence.

4 M O D E L L I N G O F P O R E
P R E S S U R E - I N D U C E D S E I S M I C I T Y

In this paper we model seismicity induced by pore pressure diffusion
processes following two hypothetical main shocks, one larger and
one smaller. We also consider the effect of poroelastic adjustment
of both stresses and pore pressures in the diffusion process. Our aim
is not to resolve the complexity of the SISZ aftershock sequences
studied but to investigate whether simple modelling can explain the
general features of these sequences.

4.1 Modelling details and assumptions

4.1.1 Main shock fault models

The two hypothetical main shocks are modelled by buried, N–S
striking vertical right-lateral strike-slip faults with a symmetric slip
distribution as shown in Figs 6(a) and (b). In the two fault models
the maximum slip is in the centre, 24 cm for the larger fault model
and 2 cm for the smaller. The moment magnitude for the two main
shocks is calculated by

Mw = 2

3
log

(
G

N∑
i=1

Ai di

)
− 6.03, (14)

where G is the shear modulus (30 GPa), Ai and di area and slip of
patch i and N the number of patches. The moment magnitude Mw
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Figure 6. (a) and (b): slip distributions for the Mw = 4.6 and Mw = 2.2
fault models. (c) Vertical cross section showing the relative size of the two
fault models. (d) Map view showing the modelling extent (solid black and
dash-dotted rectangles) for the two fault models. Solid black (Mw = 2.2) and
dash-dotted (Mw = 4.6) contours: maximum extent of potentially triggered
points when modelling pore pressure diffusion with eq. (6).

is 4.6 for the larger main shock and 2.2 for the smaller. The fault
models are placed in a cartesian coordinate system. Fig. 6(c) shows
the relative dimensions of the two faults, both having the same
midpoint at 5.25 km depth. The vertical faults have dimensions
(L × W ) of 2.0 × 1.3 km (Mw = 4.6) and 129 × 82 m (Mw = 2.2).

4.1.2 Background stress state and regional pore pressure

In our modelling, we assume that the background stress state of
the crust is strike-slip and that optimally oriented faults are on the
point of failure according to the Mohr-Coulomb failure criterion.
We assume that the principal stresses σ b

1 and σ b
3 are both horizontal

and that the intermediate principal stress σ b
2 is vertical and equal to

the weight of the overburden, that is,

σ b
2 = −ρcgZ , (16)

where ρc is the density of the crust and the depth Z is considered
negative. The direction of σ b

1 is assumed to be N30◦ E, consistent
with N–S striking faults if the frictional coefficient μ is equal to
0.6 (Byerlee 1978). Although our modelling takes place in a hypo-
thetical crust, this direction is consistent with the results of Lund &
Slunga (1999) and Bergerat & Angelier (2000) for Iceland.

Given σ b
1, the value of σ b

3 on optimally oriented faults on the
point of failure can be calculated from the Mohr-Coulomb failure
criterion (when τ 0 = 0) as

σ b
3 = (

σ b
1 − Preg

) [
(μ2 + 1)1/2 − μ

]2 + Preg, (17)

where P reg is the regional pore pressure. P reg is assumed to be
hydrostatic, that is,

Preg = −ρwgZ , (18)

where ρw is the density of water. We now relate the magnitude of
σ b

2 to the magnitude of σ b
1 and σ b

3 through the ratio  (Angelier
et al. 1982):

 = σ b
2 − σ b

3

σ b
1 − σ b

3

. (19)

Using eq. (17), eq. (19) can be rewritten to yield an expression for
σ b

1 in terms of σ b
2, , P reg and μ.

σ b
1 = σ 2

b − Preg

 − ( − 1)
[
(μ2 + 1)1/2 − μ

]2
+ Preg. (20)

Given the depth Z, the stress ratio  and the Mohr-Coulomb friction
coefficient μ the background state of stress can now be calculated
from eqs (16), (18), (20) and (17). Here we use  = 0.5, implying
that σ b

2 is located halfway between σ b
1 and σ b

3. The results and
conclusions in this paper are robust with respect to the value of 

as its effect on the critical pore pressures and the associated pore
pressure triggering is insignificant in our modelling.

4.1.3 Solution of the pore pressure and poroelastic diffusion
equations

To solve the pore pressure and poroelastic diffusion equations (eqs 6
and 8), we apply a 3-D finite difference scheme on two regular grids,
one for the Mw = 2.2 main shock and one for the Mw = 4.6 main
shock. The dimensions of each grid are selected based on eq. (14)
and the maximum spatial extent of potential triggering (see Sec-
tion 2.4) illustrated by the contours in Fig. 6(d). This figure clearly
demonstrates that the crustal regime affected by the Mw = 2.2
is much smaller than the regime affected by the Mw = 4.6 earth-
quake. For the two grids we thus select the modelling extent outlined
in Fig. 6(d): 50 km (E) × 70 km (N) × 16 km (Z) with 0.2 km
grid spacing for the Mw = 2.2 event (solid rectangle) and
500 km (E) × 700 km (N) × 16 km (Z) with 2 km grid spacing for
the Mw = 4.6 event (dash-dotted rectangle). In the finite difference
scheme we use a time step �t = 10 s and apply boundary conditions
as described in Lindman et al. (2006).

Given the elastic deformation associated with the Mw = 2.2 and
Mw = 4.6 main shocks, the corresponding diffusion processes are
initiated by calculating coseismic pore pressure and stress changes
(eqs 4 and 5) in the Mw = 2.2 and Mw = 4.6 grids, respectively. For
the Mw = 4.6 fault model, we also use eq. (10) and the coseismic
changes in pore pressure given by eq. (4) to calculate the values
of �σ kk to use as starting values in the term �σkk − 3

B �P of the
poroelastic diffusion equation.

The finite difference solution of the pore pressure diffusion equa-
tion (eq. 6) yields �P(x , y, z, t), that is, how the pore pressure
perturbation varies with time at each of the gridpoints. When mod-
elling induced seismicity with the pore pressure diffusion equation,
we only consider the effect of the diffusing pore pressure transients.
To investigate the relationship between pore pressure-induced seis-
micity and the magnitude of the main shock initiating the diffusion
process, we use the same value of D (=15 m2 s−1) for both main
shocks.

When solving the poroelastic diffusion equation (eq. 8) we use
cm = 15 m2 s−1 to allow direct comparison with the modelling using
the pore pressure diffusion equation (eq. 6). The finite difference
solution of the poroelastic diffusion equation yields the temporal
variation in �σkk − 3

B �P . The condition given by eq. (10) can then
be used to determine the temporal variation in �σ kk and �P them-
selves, respectively. However, to determine the temporal variation
in the individual tensor elements of the stress perturbation (�σ ij)
eq. (11) needs to be solved repeatedly, for each new value of �σ kk

and �P . Solving eq. (11) would be computationally prohibitive due
to the large region where the diffusion process is modelled. Know-
ing �σ kk(x , y, z, t), we therefore take the following steps to mimic
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the behaviour of a time-varying stress perturbation satisfying force
equilibrium and strain and stress compatibility equations.

(i) We calculate stresses induced by an earthquake using eq. (5)
and assume that the relative proportions between all elements of
the corresponding stress tensor will remain the same during the
diffusion process. Thus, the stress perturbation tensor at time t i+1

is a scaled version of the tensor at time ti.
(ii) We require the stress perturbation tensor to satisfy eq. (10)

at each time step. As the coseismically induced stress perturbation
(eq. 5) satisfies �σ kk = (3/B)�P ind we calculate a scaling factor

Q0 = 2(νu − ν)

(1 − ν)(1 + νu)
, (21)

and scale all of the elements of the coseismically induced stress
perturbation tensor with this factor, that is,

�σi j (t0) = Q0�σ ind
i j . (22)

With this scaling, the mean stress of the resulting tensor, �σ kk(t0),
satisfies eq. (10). We have checked how well eq. (11) is satisfied
with the rescaled stress tensor. By evaluating the left-hand side of
eq. (11) numerically at two locations, one close to the main shock
fault zone and one at greater distance, we find that the difference
from zero is in the order of 10−2. We thus conclude that the rescaling
provides a reasonable approximation of a stress tensor satisfying
force equilibrium and strain and stress compatibility equations.

(iii) At a time step tn, n = 1, 2, 3, ...., N , we solve for �P (tn)
and �σkk (tn) using the value of �σkk − 3

B �P (obtained from the
solution of the poroelastic diffusion equation) and eq. (10). We then
calculate the stress perturbation tensor at time tn from

Qn = �σkk (tn)

�σkk (tn−1)
, (23)

�σi j (tn) = Qn�σi j (tn−1) . (24)

4.1.4 Timing of triggering by pore pressure changes

As discussed in Section 2.4 the critical pore pressure does not
change with time when modelling the main shock-initiated diffusion
process with the pore pressure diffusion equation (eq. 6). During a
given time step (i) in the finite difference scheme triggering is then
considered to have taken place for the gridpoints where

Preg + �P(ti ) ≥ Ppert
crit , (25)

where P reg is the regional pore pressure, �P(ti) the diffusing pore
pressure transient at time step number i and Ppert

crit the critical pore
pressure. For the triggered point(s) the triggering time is found by
determining when a linear interpolation of P reg + �P(t) between
time step i − 1 and i equals Ppert

crit .
When modelling the diffusion process with the poroelastic dif-

fusion equation (eq. 8), however, the background state of stress is
modified at each time step with the time-dependent stress perturba-
tion given by eq. (24). Having determined the principal stresses of
this modified stress state, eq. (13) gives the critical pore pressure
(at the given time step) necessary for failure. During a given time
step (i) triggering is then considered to have taken place for the
gridpoints where

Preg + �P(ti ) ≥ Ppert
crit (ti ), (26)

where P reg is the regional pore pressure, �P(ti) the pore pressure
transient at time step number i and Ppert

crit (ti) the perturbed critical
pore pressure at time step number i. For the triggered points the

triggering time is found from a linear interpolation of P reg + �P(t)
and Ppert

crit (t) between time step i − 1 and i.
In the diffusion processes that we have modelled in this paper,

we do not allow for triggering of gridpoints at the surface (Z =
0) and we only allow each point to be triggered once. We also
consider each triggered gridpoint to represent a cubic volume in
which earthquakes can be triggered by the diffusion process. For
the Mw = 2.2 and Mw = 4.6 grids, the sizes of the corresponding
volumes are 0.2 × 0.2 × 0.2 km3 and 2 × 2 × 2 km3, respectively. An
estimate of the temporal variation in the volumetric rate of triggering
can thus be obtained by multiplying the temporal distribution of the
obtained triggering time-series with the associated cube size.

4.2 Modelling results

4.2.1 Temporal variation in pore pressure triggering rate

In the modelled Mw = 2.2 and Mw = 4.6 diffusion processes
Fig. 7(a) shows that the initially finite triggering rate and subsequent
power-law decay is in agreement with Omori’s law with a non-zero
value of c. Comparing the triggering in the two diffusion processes,
we can see that the duration of the pre-power-law decay period
is shorter for the Mw = 2.2 main shock than for the Mw = 4.6
main shock. Moreover, Fig. 7(a) also shows that crustal volumes
are enabled for triggering earlier in the Mw = 2.2 case than in the
Mw = 4.6 case and that the triggering rate begins to fall below the
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Figure 7. (a) Volumetric triggering rate versus time, pore pressure diffusion
(eq. 6). Solid circles: diffusion initiated by the Mw = 2.2 main shock. Open
squares: diffusion initiated by the Mw = 4.6 main shock. Solid curves: the
Omori law with parameters K = 410.7, c = 694, p = 0.82 (Mw = 2.2)
and K = 164.7, c = 88281, p = 0.82 (Mw = 4.6). Dashed and dash-
dotted vertical lines: indicates the respective values of c. (b) Volumetric
triggering rate versus time, Mw = 4.6 diffusion process. Open squares: pore
pressure diffusion equation (eq. 6). Open diamonds: poroelastic diffusion
equation (eq. 8). Solid curves: the Omori law. Dashed vertical line: indicates
the timing, T dev, of a deviation from the Omori law in the poroelastic
diffusion process. (c) Slice through triggered volume at 4 km depth in the
Mw = 2.2 pore pressure diffusion process (eq. 6). (d) Slice through triggered
volume at 4 km depth in the Mw = 4.6 poroelastic diffusion process (eq. 8).
Dark grey: triggering takes place before T dev (see b). Light grey: triggering
takes place after T dev (see b). Solid line: a profile along which quantities
related to the Mw = 4.6 poroelastic diffusion process is shown in Fig. 8.

C© 2010 The Authors, GJI, 183, 1104–1118

Geophysical Journal International C© 2010 RAS

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/183/3/1104/635774 by guest on 24 April 2024
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Omori law at large times, indicating that pore pressure triggering is
limited in time.

The difference between using the pore pressure and the poroelas-
tic diffusion equation in our modelling of the Mw = 4.6 diffusion
process is shown in Fig. 7(b). Instead of a fall in the triggering
rate below the Omori law at large times poroelastic diffusion results
in distinct hump with a temporary increase in triggering rate. The
origin of this hump will be discussed in Section 4.2.3.

4.2.2 Spatial extent of pore pressure triggering

A slice through the triggering volume at 4 km depth is shown in
Fig. 7(c) for the Mw = 2.2 pore pressure diffusion process and in
Fig. 7(d) for the Mw = 4.6 poroelastic diffusion process. In both
cases, triggering takes place within the dilatational quadrants of the
right lateral faults, where pore pressures decrease coseismically and
increase post-seismically. Comparing the two plots, it can be seen
that the crustal volume of pore pressure triggering is larger for a
larger main shock than for a smaller. Moreover, pore pressure dif-
fusion results in an internal region void of triggering (Fig. 7c) while
poroelastic diffusion results in an corresponding region (Fig. 7d)
where triggering is active during the hump and rate increase at large
times in Fig. 7(b).

4.2.3 Spatiotemporal evolution of the modelled pore pressure
diffusion processes

In Fig. 8 we present plots of some pore pressure diffusion-related
quantities along sections of a profile at 4 km depth, cutting through
the triggering volume and passing through the midpoint of the Mw =
4.6 fault trace at this depth (see Fig. 7d). Fig. 8(a) shows that the
magnitude of coseismic and cumulative post-seismic changes in
pore pressure at different times after the main shock behave in a
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Figure 8. Quantities related to the Mw = 4.6 poroelastic diffusion process
plotted along sections of the profile (at 4 km depth) in Fig. 7(d). (a) Coseismic
and cumulative post-seismic change in pore pressure at different times. (b)
Initial value of Pcrit (solid curve). The regional (hydrostatic) pore pressure
is shown for reference (dashed curve). (c) P − Pcrit at different times in
the diffusion process. P is the sum of the diffusing pore pressure transient
and the regional pore pressure. (d) Relative difference between Pcrit and
the regional pore pressure P reg 147 days after the initiation of the diffusion
process.

non-linear way as the fault zone is approached, with the near fault
zone being the most significantly affected. Moreover, the cumula-
tive post-seismic pore pressure changes after 147 days are visually
indistinguishable from the cumulative changes after 14 days. In the
pore pressure diffusion process strong heterogenities and spatial
pore pressure gradients are reduced with time, implying, as demon-
strated in Fig. 8(a), that post-seismic changes in pore pressure will
slow down with time.

Considering the variation in critical pore pressure (required for
triggering) along the profile, Fig. 8(b) shows that the initial, co-
seismic, critical pore pressure increases in a non-linear fashion and
eventually becomes larger than the regional, undisturbed, critical
pore pressure P reg as the fault zone is approached. In the pore pres-
sure diffusion process triggering migrates towards the main shock
fault zone with time, and the non-linear increase in the critical pore
pressure implies a transition into a power-law decay of the volumet-
ric triggering rate. Pore pressure triggering, however, cannot take
place as long as the critical pore pressure is larger than the regional
pore pressure. This explains the internal regions void of triggering
in Fig. 7(c), and the rapid fall in triggering rate below the Omori
law power-law decay at large times in Fig. 7(a).

In the poroelastic diffusion process the critical pore pressure (re-
quired for triggering) varies with time. In Fig. 8(c) the difference
between the total and the critical pore pressure (i.e. P − Pcrit) at
different times is plotted along a section of the profile in Fig. 7(d).
A negative difference implies that the total pore pressure is not large
enough to enable triggering. Fig. 8(c) shows that the distance to the
fault zone from the point where P − Pcrit changes from positive
to negative decreases with time. This implies that crustal volumes
closer and closer to the main shock fault zone will, successively,
become enabled for triggering during the poroelastic diffusion pro-
cess.

Fig. 8(d) shows that the critical pore pressure is lower than the
regional pore pressure along the entire profile 147 days after the Mw

= 4.6 main shock, implying that the poroelastic diffusion process
may now cause triggering also close to the fault zone. With time, the
reduction of the critical pore pressure will, successively, be faster
and faster in the poroelastic diffusion process. Although the rate of
pore pressure recovery slows down with time this implies that the
volumetric triggering rate may increase temporarily, as shown by
the hump in Fig. 7(b), when the critical pore pressure has dropped
below the regional pore pressure.

5 I N T E R P R E TAT I O N O F S I S Z
A F T E R S H O C K S E Q U E N C E S I N T E R M S
O F P O R E P R E S S U R E D I F F U S I O N

Both the studied SISZ aftershock sequences and the volumetric pore
pressure triggering rate in our modelling exhibit general Omori law
behaviour. We know that earthquakes causes bulk volume deforma-
tion that may be reflected in coseismic reduction of pore pressures
in dilatational quadrants and increases in compressional quadrants.
We also know that pore pressures reduces shear failure stresses and
that pore pressure triggering effects must be present, to some extent,
during main shock-initiated pore pressure diffusion processes in the
post-seismic period. In this section we will therefore suggest an in-
terpretation for how post-seismic pore pressure diffusion may yield
(1) an initially finite aftershock rate and a pre-power-law decay pe-
riod, (2) a subsequent power-law decay in the rate and clustering of
aftershocks with time in the main shock fault zone and (3) distinct
rate drops and rate increases during the Omori power-law decay.
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5.1 The initially finite rate of aftershocks and a
pre-power-law decay period

In an aftershock sequence obeying the Omori law, an initially finite
aftershock rate (i.e. a non-zero value of c) implies that there is
a temporal delay between the main shock and the first aftershock
that occurs. In our modelling of main shock-initiated pore pressure
diffusion it takes some time for pore pressures to recover and enable
triggering in the crustal volume affected by the main shock. We thus
interpret the origin of an initially finite aftershock rate in the studied
SISZ aftershock sequences as due to a temporal triggering delay in
main shock-initiated pore pressure diffusion processes.

We now turn to the origin of the initial pre-power-law decay
period in the studied SISZ aftershock sequences. The coseismic
influence of a main shock on stresses and pore pressures in the crust
is, in general, largest in the vicinity of the main shock fault zone
and dies off in a non-linear fashion with increasing distance from
the fault zone. We interpret the origin of the initial pre-power-law
decay period within the SISZ as due to this non-linear influence of
main shocks on the surrounding crust, implying that pore pressure
recovery needs significantly less time to overcome failure thresholds
away from the main shock fault zone than in its vicinity. When
approaching the main shock fault zone the non-linear increase in
the coseismic influence on the crust implies an upper limit for the
duration of the pre-power-law decay period which, essentially, is
governed by the magnitude of the main shock. A larger main shock
influences the surrounding crust to a larger degree than a smaller,
both in terms of the spatial extent of the affected volume and in
terms of the magnitude of the coseismic stress and pore pressure
changes. Therefore, the associated pore pressure diffusion processes
needs longer time to enable triggering, increasing both the duration
of the pre-power-law decay period and the total time period of pore
pressure triggering.

When modelling pore pressure diffusion processes associated
with different types of main shock faulting and permeabilities,
Gavrilenko (2005) found the initial pre-power-law decay period
to be sustained longer the lower the permeability. From the pore
pressure or poroelastic diffusion equations (eq. 6 or 8) we can see
that a lower permeability implies a lower rate of pore pressure re-
covery. This implies that the pre-power-law decay period can be
sustained longer, as pore pressure recovery will take a longer time
with a lower permeability. We conclude that the duration of the ini-
tial pre-power-law decay period is related both to the permeability
of the medium and to the magnitude and fault slip distribution of
the main shock.

5.2 The power-law decay in the rate of aftershocks and
clustering of aftershocks with time in the main shock fault
zone

During the power-law decay in aftershock rate, our time stepping
through the spatial distribution of the M 4.5 S27, M 6.5 J17 and M
6.5 J21 aftershocks shows that they tend to, in general, cluster in the
vicinity of the respective main shock fault zone with time. This is
consistent with the results of our modelling, where the main shock
initiated diffusion process successively, at a rate that decays as a
power law with time, enables triggering in crustal volumes closer
and closer to the main shock fault zone. Based on our discussion
in Section 4.2.3 we thus interpret the origin of the power-law decay
in aftershock rate and the increased clustering in main shock fault
zones with time as a combination of a non-linear increase in critical

pore pressures when approaching the fault zone and a slowing down
of the pore pressure recovery with time in the diffusion process.

5.3 Distinct rate drops and rate increases during the
Omori power-law decay

Our modelling demonstrates that allowing poroelastic adjustment
of stresses activates crustal volumes where triggering was inhibited
previously, and that this results in an upward deviation from the
Omori law power-law decay in volumetric triggering rate (i.e. a
rate increase). Such an activation is consistent with the results of
Piombo et al. (2005), showing that poroelastic adjustment can result
in a change from inhibitation to promotion of induced seismicity
during the diffusion process. If we do not allow for poroelastic
adjustment of stresses, however, the volumetric triggering rate falls
rapidly as triggering in crustal volumes closer to the main shock
fault zones remains inhibited.

The modelling in this paper is not intended to capture the com-
plexities of the studied aftershock sequences in the SISZ. We note
that the character and timing of the modelled rate increase when
taking poroelasticity into account does not resemble the distinct
rate increases in the studied aftershock sequences. This may be ex-
plained by the simplicity of our model and the fact that we obtain
a volumetric triggering rate rather than an event triggering rate.
From the modelling we do not know the number of aftershocks that
may actually be triggered during a main shock-initiated diffusion
process. We know, however, that pore pressure diffusion and poroe-
lastic effects must be present and influence the studied aftershock
sequences in the SISZ to some extent.

It is interesting to note that the SISZ aftershocks associated with
the distinct rate increases do cluster within dilatational parts of the
crust either being previously inactive or becoming more seismically
active than earlier in the sequence. For the studied aftershock se-
quences this clustering is significantly different than that produced
by aftershocks uniformly distributed over the main shock focal
sphere. This clustering is also a robust observation with respect to
errors in main shock strike in the M 6.5 J17 and M 6.5 J21 after-
shock sequences. Except for the clustering off the main shock fault
zone during the distinct rate increases in these two sequences we
also observe increased clustering with time in the main shock fault
zones. This observation is in agreement with our modelling, where
the pore pressure diffusion process successively enables triggering
closer and closer to the main shock fault zone. We thus consider
it motivated to interpret also the deviations from the Omori law in
terms of main shock-initiated pore pressure diffusion.

Based on the modelling and data analysis in this paper we sug-
gest that a possible origin of the distinct deviations from the Omori
law (rate drops and rate increases) in the studied SISZ aftershock
sequences is a combination of inhibitation and activation in a poroe-
lastic diffusion process and crustal heterogenities (e.g. stress state,
frictional properties, permeabilities, etc.). In a more complex pore
pressure diffusion model it may thus be possible that the rate in-
creases due to the poroelastic effect resembles both the timing and
character of the observed rate increases in the studied SISZ after-
shock sequences.

6 D I S C U S S I O N

In seismogenic zones there is, without a doubt, a complex relation-
ship between the properties of the Earth’s crust and the occurrence
of earthquakes. Pre-existing fractures of various orientations and
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heterogenities in mechanical properties, existence of pore fluids,
permeabilities and the state of stress are some factors that have an in-
fluence on earthquake occurrence. The empirically well-established
applicability of the Omori law for aftershocks in seismogenic zones
of different character, however, suggests that underlying physical
processes may govern this behaviour, rather than only the com-
plexities in the state of the Earth’s crust. In the previous section we
interpreted the characteristic features of the studied SISZ aftershock
sequences in terms of main shock-initiated pore pressure diffusion
processes. We will now discuss alternative interpretations for two
of these features, namely the initially finite rate of aftershocks (and
the associated pre-power-law decay period) and the distinct and
temporary deviations from the Omori law power-law decay.

6.1 Alternative interpretations for the initially finite
aftershock rate and the pre-power-law decay period

Alternative models that can explain an initially finite rate of after-
shocks include dynamically propagating cracks (e.g. Yamashita &
Knopoff 1987; Shaw 1993; Kanamori & Brodsky 2004) or rate-
and state-dependent frictional slip on faults (e.g. Dieterich 1994;
Kanamori & Brodsky 2004). In these models a static stress change
perturbs the loading rate and increases the sliding speed on faults,
thus shortening the time to failure and yielding a rate of aftershocks
obeying the Omori law (Kanamori & Brodsky 2004). A finite stress
change implies an initially finite aftershock rate (as the time to fail-
ure of the first aftershock is not reduced to zero) and a pre-power-law
decay period in the rate of aftershocks, that is, a non-zero value of
the Omori law parameter c. However, as the magnitude of the static
stress change goes to infinity the occurrence time of the first after-
shock goes to zero, the initial aftershock rate goes to infinity and the
subsequent rate goes to a pure power-law decay with time (i.e. the
Omori law parameter c goes to a zero value). Under the assumption
of a constant background stressing rate (due to e.g. plate motions)
this implies that the larger the stress change, that is, the larger the
main shock, the shorter is the duration of the pre-power-law decay
period (Dieterich 1994; Kanamori & Brodsky 2004).

In contradiction to our pore pressure diffusion model, rate and
state friction and dynamically propagating crack models thus pre-
dict that the duration of the pre-power-law decay period in the rate
of aftershocks is inversely related to the magnitude of the main
shock. Moreover, the assumption of a constant stressing rate in
these models implies that aftershock sequence duration is constant
and independent of the magnitude of the stress change, that is, the
main shock magnitude. Our pore pressure diffusion model on the
other hand predicts, as observed in real aftershock sequences, an
aftershock sequence duration which increases with increasing main
shock magnitude. Another feature of rate and state friction and dy-
namically propagating crack models is also that they only consider
the effect of a static stress change on a fault population, where there
is no spatial interaction within the crust. A pore pressure diffusion
model, however, considers both the effect of main shock-induced
stress changes and spatial interaction within the crust through the
diffusion process initiated by the main shock.

It has been proposed that the value of c in the Omori law reflects
the main shock faulting style and the crustal state of stress, with the
lowest c values for thrust events (large differential stress), interme-
diate for strike-slip events (intermediate differential stress) and the
largest for normal faulting events (low differential stress) (Narteau
et al. 2009). In this study, however, we find that the normal faulting
style M 3.2 F28 and M 4.5 S27 main shocks yields significantly

smaller c values of the associated aftershock sequences than the
strike-slip M 6.5 J17 and M 6.5 J21 main shocks. This increase in c
value with main shock magnitude may, as discussed in Section 3.1.3,
not only reflect incompleteness artefacts but also the physics of the
aftershock process. It thus appears that the proposed stress state
dependency of the Omori law c value (Narteau et al. 2009) may not
be applicable to the studied SISZ aftershock sequences.

6.2 Alternative interpretations for the distinct deviations
from the Omori law

In the studied aftershock sequences from the SISZ we have pointed
out deviations from the Omori law power-law decay (Fig. 2). As dis-
cussed in Section 3.1.2 we can interpret these deviations in terms of
secondary triggering behaviour and the ETAS model of seismicity
(Ogata 1988). We find, however, that a general correlation between
the distinct rate increases and larger magnitudes of preceding after-
shocks is lacking in two of the three studied aftershock sequences
(the M 6.5 J17 and M 6.5 J21 sequences). Although the ETAS model
may explain the observed deviations from the Omori law in the M
4.5 S27 sequence it appears that we cannot use this model as a
general explanation for these features in all of the studied SISZ
aftershock sequences.

Other processes that may have an influence on the occurrence of
aftershocks are viscoelastic relaxation of the lower crust and upper
mantle (e.g. Deng et al. 1999; Freed & Lin 2001) and/or afterslip
(e.g. Perfettini & Avouac 2004; Hsu et al. 2006) on or adjacent
to the main shock rupture. Following the M 6.5 J17 and the M
6.5 J21 earthquakes, geodetic data from the SISZ have revealed a
deformation transient with a characteristic timescale of about 1 yr,
that can be explained by either viscoelastic relaxation of the lower
crust and upper mantle or afterslip on narrow shear zones extending
from 8–14 km depth below the M 6.5 J17 and M 6.5 J21 ruptures
(Árnadóttir et al. 2005). It appears unlikely, however, that afterslip
is the mechanism as the location of maximum afterslip obtained by
Árnadóttir et al. (2005) does not correlate well with the aftershocks
occurring within the fault zones during the rate increase. Afterslip
limited only to shear zones below the main shock rupture zones
also appears unlikely as aftershocks during the rate increase also
occur outside the main shock fault zone in the M 6.5 J17 and M 6.5
J21 sequences. In the M 4.5 S27 sequence the upward migration
of aftershocks during the two periods of rate increase also appear
inconsistent with possible afterslip taking place downdip of the
hypocentral region.

Based on analysis of post-seismic deformation measured by satel-
lite radar interferometry Jónsson (2008) suggests that the slow de-
formation transient following the 2000 June earthquakes in Iceland
was most likely driven by viscoelastic relaxation. We now use the
timing of the distinct aftershock rate increases in the studied SISZ
sequences to estimate the required viscosities if post-seismic vis-
coelastic relaxation of the lower crust is the cause. Assuming New-
tonian viscosity, and equating the viscous deformation of the lower
crust with the deformation of the elastic upper crust caused by
the viscous increase in stress, the viscosity can be estimated from
η = t 2G/ f , where t is the time of the rate increase, G the shear
modulus of the upper crust and f the fraction of the coseismic stress
change induced in the upper crust by the viscous relaxation.

If we assume that the rate increases are caused by a viscous shear
stress increase of 104 Pa (0.1 bar), the fraction f is, with a 10 km thick
upper crust, approximately 1/30 for a M 6.5 earthquake and 1/10
for a M 4.5 earthquake. Using a shear modulus for the upper crust
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of 30 GPa and the boundaries of the time intervals in Figs 2(a)–(c)
exhibiting distinct rate increases, we estimate viscosities of the order
of 6.5–9.3 × 1016 and 5.4–7.9 × 1017 Pas (the M 4.5 S27 sequence),
8.9 × 1018 − 1.8 × 1019 Pas (the M 6.5 J17 sequence) and 1.1 ×
1019 − 1.8 × 1019 Pas (the M 6.5 J21 sequence), respectively. As the
M 6.5 J17 and M 6.5 J21 viscosities lie in the range estimated for
Iceland, (1.0 × 1018 − 5.0 × 1019 Sigmundsson 1991; Sigmundsson
& Einarsson 1992; Pollitz & Sacks 1996; Árnadóttir et al. 2009) we
cannot rule out viscoelastic relaxation as the cause of the distinct
rate increases in the M 6.5 J17 and M 6.5 J21 aftershock sequences.
In the M 4.5 S27 sequence, however, the rate increases occur as
early as 1.25–1.8 and 10.5–15.2 days after the main shock, and the
estimated viscosities are too low. Viscoelastic relaxation, therefore,
does not appear to be a general mechanism underlying distinct rate
increases in the studied SISZ aftershock sequences.

7 C O N C LU S I O N S

To summarize, we conclude that main shock initiated pore pressure
diffusion and poroelastic stress relaxation provide a physical model
that have the potential to explain characteristic features of aftershock
sequences in the SISZ, that is, an initially finite aftershock rate,
a pre-power-law decay period, whose duration is larger following
a larger main shock, and a subsequent power-law decay that is
interrupted by distinct and temporary deviations in terms of rate
increases and decreases. We find that the observed main shock
magnitude dependent duration of the initial pre-power-law decay
period is inconsistent with rate and state friction and dynamically
propagating crack models as well as a proposed dependence on the
crustal state of stress, and that either secondary triggering in the
ETAS model, afterslip or viscoelastic relaxation do not provide a
general explanation for the observed deviations from the power-law
decay in aftershock rate in the studied sequences.

We consider the ability and potential of pore pressure diffusion
and poroelastic stress adjustment to capture the characteristic fea-
tures of aftershock sequences in the SISZ as promising for our
understanding of the physics of the aftershock process. In particu-
lar, we consider that the coupling between the pre-power-law decay
period and main shock magnitude on one hand and the power-law
decay in aftershock rate and increased clustering with time in main
shock fault zones on the other hand constitute strong evidence for
pore pressure effects in aftershock triggering within the SISZ. We
recommend that poroelastic stress adjustment is taken into account
in modelling of aftershock triggering associated with main shock-
initiated pore pressure diffusion.
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