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ABSTRACT

Objective: To present clinicians at the point-of-care with real-world data on the effectiveness of various treat-

ment options in a precision cohort of patients closely matched to the index patient.

Materials and Methods: We developed disease-specific, machine-learning, patient-similarity models for hyper-

tension (HTN), type II diabetes mellitus (T2DM), and hyperlipidemia (HL) using data on approximately 2.5 mil-

lion patients in a large medical group practice. For each identified decision point, an encounter during which

the patient’s condition was not controlled, we compared the actual outcome of the treatment decision adminis-

tered to that of the best-achieved outcome for similar patients in similar clinical situations.

Results: For the majority of decision points (66.8%, 59.0%, and 83.5% for HTN, T2DM, and HL, respectively),

there were alternative treatment options administered to patients in the precision cohort that resulted in a sig-

nificantly increased proportion of patients under control than the treatment option chosen for the index patient.

The expected percentage of patients whose condition would have been controlled if the best-practice treatment

option had been chosen would have been better than the actual percentage by: 36% (65.1% vs 48.0%, HTN),

68% (37.7% vs 22.5%, T2DM), and 138% (75.3% vs 31.7%, HL).

Conclusion: Clinical guidelines are primarily based on the results of randomized controlled trials, which apply

to a homogeneous subject population. Providing the effectiveness of various treatment options used in a preci-

sion cohort of patients similar to the index patient can provide complementary information to tailor guideline

recommendations for individual patients and potentially improve outcomes.

Key words: clinical decision support, machine learning, population health management, electronic health records, treatment out-

come

INTRODUCTION

Practicing evidence-based medicine is a central tenet of care delivery and

population health management. Questions have been raised, however,

about the applicability of generalized guidelines to an individual patient1

and whether individualized guidelines could lead to better care and

lower costs.2 Guidelines are often referred to as evidence-based when

derived from results of randomized controlled clinical trials (RCTs) or

consensus expert opinion. Unfortunately, RCTs cover only a minority

of clinical conditions and typically involve a relatively small number of

study subjects. More importantly, by design, RCTs attempt to remove
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as many confounders as possible in order to attribute the results to the

randomly assigned intervention under study. Consequently, the inclu-

sion and exclusion criteria can be very stringent. As a result, the subjects

under study represent a homogeneous population that is not representa-

tive of the community-at-large. Community patients are often older, in-

clude more women, have more comorbidities, and have behavioral-

activation states that may be different from subjects who were recruited

for and consented to participate in the controlled setting of a clinical

trial.3 For example, the SPRINT clinical trial4 is a large multicenter

RCT frequently cited as a basis for evidence-based hypertension guide-

lines. When the inclusion and exclusion criteria used to recruit patients

for the SPRINT trial were applied to the community population of

patients with hypertension (HTN) at the study site, only 5.6% of

�129K patients with hypertension would have qualified to participate

in the trial. Furthermore, only a small self-selected subset of those eligi-

ble to participate in a clinical trial actually enroll.5 Even within the ho-

mogeneous clinical-trial population, there are notable heterogeneous

treatment effects that are masked by the fact that trial results only com-

pare the mean values of the populations studied.6

Ideally, physicians making decisions at the point-of-care should

have available not only guidance from RCTs, where available and

applicable, but also information about the lessons learned from ev-

eryday practice that are captured as observational data in electronic

health records (EHRs). The question is which subsets of patients are

most relevant to a specific patient. Guidelines are commonly strati-

fied by demographic variables such as age, gender, and race. Al-

though it is commonly thought that EHRs contain only clinical

data, some EHR data can also be used to infer behavioral activation

status (eg, timely completion of health maintenance procedures,

medication adherence) and other determinants of health, including

social determinants.7,8

We used machine learning methods to develop disease-specific pa-

tient-similarity models to create precision cohorts for an index pa-

tient. We define a precision cohort as a set of patients closely

matched both to the characteristics of the index patient and to the

precise clinical situation (eg, the control status of the clinical condi-

tion, active medications, clinical and behavioral characteristics of the

individual). Within each precision cohort, one can examine the clini-

cal responses of similar patients to various treatment options adminis-

tered by other physicians in the same organization, a significant

influencer in behavioral change management. Consequently, it is pos-

sible to quantitatively characterize best-outcomes treatment options

(treatment options that produce the highest level of disease control) in

the organization for patients similar to the index patient in similar

clinical situations. We refer to the empirically observed best-outcomes

practices as best practices. The best practices can be visualized and

presented to the physicians at the point-of-care within the EHR.

In this paper, we describe the methods used to develop the mod-

els and to present results of the precision-cohort analysis at the

point-of-care in a large medical group practice.

MATERIALS AND METHODS

Study data
Deidentified EHR data from a large health care provider in eastern

Massachusetts, containing over 20 years of longitudinal data for ap-

proximately 2.5 million patients were used in this study. Details of

the EHR data are provided in Supplementary Section S1. The model-

ing and analysis focused on 3 common chronic disease conditions:

hypertension (HTN), type 2 diabetes mellitus (T2DM), and hyper-

lipidemia (HL). The Western Institutional Review Board reviewed

the study and granted a waiver of HIPAA authorization.

Figure 1. Overall Precision Cohort Treatment Options (PCTO) workflow consisting of 4 major steps: 1) data extraction, 2) similarity model training, 3) precision co-

hort identification, and 4) treatment options analysis. Steps 1 and 2 make up the preparation stage, which is performed offline and in advance. Steps 3 and 4 form

the runtime stage, which is used in real time during the patient visit encounter.

Journal of the American Medical Informatics Association, 2021, Vol. 28, No. 3 589

D
ow

nloaded from
 https://academ

ic.oup.com
/jam

ia/article/28/3/588/5979641 by guest on 19 April 2024



The precision cohort
Figure 1 depicts the process used to create a “precision cohort.” The

approach was implemented as a data-analytic workflow consisting

of 4 steps: 1) data extraction, 2) similarity model training, 3) preci-

sion cohort identification, and 4) treatment outcomes analysis. The

unit of analysis is a decision point. At each touch point (eg, clinic en-

counter, telephone, or online encounter) where a patient’s disease

status was not controlled, the clinician had an opportunity to inter-

vene. Refill encounters were excluded. We labeled each of those op-

portunities “decision points” (DPs). The DPs are drawn from all

office encounters regardless of department and include primary care

and specialists.

In the first step, the EHR data were processed and analyzed to

extract clinical DPs. Each DP was associated with an index date, a

preceding baseline period, and an observation period following the

index date (Supplementary Figure S1). The selection criteria for the

DPs, duration of the baseline and follow-up periods, specification of

the baseline variables, identification of the treatment options, and

definition of the outcomes are disease-specific and determined by

clinical expert domain knowledge. The DP criteria and characteris-

tics for the 3 disease conditions are described in Table 1. Data in the

baseline period were used to extract baseline covariates that indicate

health condition status (comorbidities, lab tests, procedures, etc)

and active treatments at the decision point. In addition, covariates

associated with the propensity of receiving treatments based on clin-

ical treatment guidelines for each disease were extracted. Actual

treatment decisions administered at the decision point were identi-

fied. Data in the follow-up observation period were analyzed to de-

termine the outcome associated with the treatment received (ie,

disease controlled or uncontrolled). The control status of the disease

is based on national guidelines as adopted by the medical group at

the pilot site.9–11 Although the hyperlipidemia guideline recom-

mended a specific intensity of statin use rather than treating to a tar-

get LDL value, we made a conservative assumption that “moderate

intensity” statin administration would reduce the highest untreated

LDL treatment threshold in a patient without cardiac risk factors

(190 mg/dl) by 30% (the guideline definition of moderate-intensity

effect). Accordingly, we used the achievement of an LDL <130 mg/

dl as the indication of being “controlled” (ie, undergoing statin

treatment).

Detailed descriptions of the data extraction process are included

in Supplementary Section S2.1. The result of the data extraction pro-

cess is a data frame where the rows consist of individual decision

points and the columns contain the treatment decision, the associ-

ated outcome, and the selected baseline variables. Only decision

points with no missing variable values were retained. Next, the DPs

Table 1. Decision point criteria and characteristics for the 3 disease conditions

Hypertension (HTN) Type 2 Diabetes Mellitus (T2DM) Hyperlipidemia (HL)

Base treatment guideline JNC7 and JNC-8 [9] ADA [10] AHA/ACC [11]

Study period (start -

end) Rationale

1/1/2004–12/31/2018 Include data from

JNC7 publication to present.

1/1/2008–12/31/2018 1/1/2008–12/31/2018

Decision point (DP) cri-

teria

• Identify 2 consecutive uncontrolled

BP readings (SBP � 140 or DBP �
90 mmHg) separated by 1–365 days.

• Date of the second encounter is a de-

cision point.
• Age � 18 at DP.
• Not pregnant in prior 12 months.

• If the patient has a T2DM diagnosis

on the problem list, the index date is

the date of the diagnosis. If the pa-

tient does not have a T2DM prob-

lem list diagnosis, find the earliest 2

consecutive HbA1c � 6.5% readings

separated by 1–365 days, and the in-

dex date is the date of the second en-

counter.
• All encounters after the index date

with an associated HbA1c � 7.0%

within 365 days before the encoun-

ter date is a decision point.
• Age � 18 at DP.
• Not pregnant in prior 12 months.

• Patient must have an HL diagnosis

on the problem list.
• All encounters after the HL diagno-

sis with an associated LDL > 130

mg/dl within 420 days before the en-

counter date is a decision point.
• Age � 18 at DP.
• Not pregnant in prior 12 months.

Baseline period Start of the baseline period depends on the specific variable. Some variables use data within the past 12 months, past 14

months, or all available history. The end of the baseline period is the decision point date.

Baseline variables The variable selection process described in Supplementary Section S2.1 was performed. The final set of selected variables for

HTN, T2DM, and HL are described in Supplementary Tables S2–S4, respectively.

Treatment options List of clinically acceptable medication treatments was obtained via manual review of the relevant clinical treatment guide-

lines. The treatment variables for HTN, T2DM, and HL can be found in Supplementary Tables S2–S4, respectively.

Follow-up period 1–365 (if no treatment change) or 14–

365 (if treatment change) days after

the decision point date

90–365 days after the decision point

date.

30–450 days after the decision point

date.

Outcome specification First BP between N and 365 days after

the decision point date. If no treat-

ment changed, N¼ 0, otherwise

N¼ 14. An SBP� 140 or DBP� 90

mmHg is considered not controlled.

First HbA1c lab test result between 90

and 365 days after the decision point

date. An HbA1c � 7% is considered

not controlled.

First LDL lab test result between 30 and

450 days after the decision point

date. An LDL > 130 mg/dl is consid-

ered not controlled.

Number of patients not

in-control

157 942 24 373 63 510

Abbreviations: ACC, American College of Cardiology; ADA, American Diabetes Association; BP, blood pressure; DBP, diastolic blood pressure; DP, decision

point; HbA1c, hemoglobin A1C; JNC, Joint National Committee; LDL, low-density lipid; SBP, systolic blood pressure.
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were partitioned to create a training data set and a population DP

data set. The training data set was used to train a machine-learning

model for computing patient similarity. The population DP data set

included DPs from the entire patient population except for those

used as part of the training data set. In an operational setting, the

population DP data set can be updated frequently with new data

captured in the EHR.

In the second step, a disease-specific similarity measure was de-

rived from the training data set using a locally supervised metric

learning algorithm that has been previously described12 and applied

to a large number of different use cases.13–17 The similarity model

not only selected highly influential covariates to significantly reduce

the dimensionality but also learned covariate weights based on their

relative effect on predicting patient outcomes. Detailed descriptions

of the similarity model training process are given in Supplementary

Section S2.2, and the final set of selected features and their corre-

sponding similarity weights are listed in Supplementary Tables S2–

S4 for HTN, T2DM, and HL, respectively.

In the third step, for the index patient, a precision cohort of clini-

cally similar patient DPs from the population DP data set was dy-

namically created at the point-of-care. Causal inference matching

methods, leveraging both exact match and similarity scoring, were

used to adjust for baseline confounders.18,19 We measured covariate

balance to assess the likelihood of bias in the cohort used for the

downstream treatment effect analyses between the “treatment

change” and “no treatment change” groups.20 Detailed descriptions

of the precision cohort identification process are given in Supple-

mentary Section S2.3.

In the final step, for each DP, a retrospective analysis was per-

formed on the precision cohort to generate personalized treatment

options relevant for the index patient. The analysis was done by first

grouping the DPs by the actual treatment options selected at the time

of the decision point and then for each treatment option group com-

puting the size of the group, the associated outcome (percent con-

trolled), the difference in the outcome compared to the “no treatment

change” baseline option, and a statistical significance assessment of

this outcome difference. Detailed descriptions of the treatment options

analysis process are given in Supplementary Section S2.4.

We developed a visualization of the precision-cohort analysis

that was presented to the practicing clinician in the EHR at the

point-of-care. We began with an ethnographic study of clinicians’

use of the EHR using a think-aloud protocol. After the initial design

of the user interface was completed, we conducted 50 iterative feed-

back sessions on the evolving prototype. The final visualization

appears as an integrated activity within the clinic’s EHR and is

shown in Figure 2.

Precision population analysis
The decision-point perspective can also be extended to populations.

Traditional population-health reports represent the control status of

patients at a slice-in-time. In reality, a patient’s risk of complications

accumulates during the total time the disease is not adequately con-

trolled. Consequently, a patient’s life journey with a chronic disease

is better represented as a plot of disease control over time. Figure 3A

depicts an example of the timeline of a single patient’s disease status

(eg, HbA1c for T2DM). Figure 3B–D presents summary views of a

population’s individual disease journeys over time plotted and

stacked for T2DM, HL, and HTN, respectively. We refer to this

fine-grain analysis of a population based on dynamically created

precision cohorts as precision population analytics (PPA). The PPA

report transforms the traditional population-health report of

patients not-in-control at a single point in time into a graphical visu-

alization of patient journeys over time. The visual impact of the

dominant color portrays a better picture of the lives at-risk in a pop-

ulation; it highlights the amount of time not-in-control for each pa-

tient. It also raises awareness that there are multiple DPs in a

patient’s journey—something that is not well appreciated during

any single encounter.

Figure 4 shows the overall PPA analysis workflow, which con-

sists of 4 steps: 1) extracting the appropriate information from the

EHR data to create DPs, 2) recording the actual treatment options

(ATO) from the DPs, 3) computing the best-practice precision co-

hort treatment option (PCTO) for each decision point, and 4) ana-

lyzing the DPs, comparing the ATO versus PCTO and associated

outcomes, and generating the PPA reports.

All available DPs were included in the population-level analysis.

To accomplish this, a standard leave-one-out cross-validation

(LOOCV) approach21 was adopted. Each decision point in the pop-

ulation DP data set was selected for removal to create an updated

population DP data set. For each DP, the ATO followed at each de-

cision point is recorded along with the associated outcome (con-

trolled or not controlled). Then, using the updated population DP

data set, all possible PCTOs at each decision point are computed

along with their associated estimated outcomes (percent controlled)

using the precision cohort workflow (Figure 1, steps 3 and 4) de-

scribed previously. A single PCTO is then selected by identifying the

statistically significant best treatment option, if available. If there

are no treatment options that resulted in statistically significantly

better control, the no-change option (stay the current course) is the

default case, and there is no PCTO for that DP. Supplementary

Tables S8–S10 list the most frequent PCTOs generated (along with

their associated average percent controlled) for HTN, T2DM, and

HL, respectively.

A sensitivity analysis was performed by removing all DPs that

belong to the same patient as the selected DP in the LOOCV proc-

essing (instead of removing just the single selected DP). No signifi-

cant change in the overall results was observed. There are several

possible reasons for this: 1) since the DPs are from different points

in time in the patient’s disease trajectory, they are not very similar to

each other and are rarely included in the final precision cohort; 2)

since a typical precision cohort consists of thousands of DPs, the ex-

clusion of a few DPs will likely have a small impact.

The outcomes of the ATO and PCTO are compared to quantify

differences in expected vs actual control. The PPA analysis can be

performed for the entire medical-group patient population or for a

specific cohort, such as an individual physician’s panel of patients.

All of the computational workflows and analyses were imple-

mented using a combination of SQL, Python, and R.22,23

RESULTS

The PPA analysis workflow described above was run on the deiden-

tified EHR data and the results summarized in Table 2 for each dis-

ease (HTN, T2DM, HL). For the majority of DPs, there was a

treatment option that led to statistically better control results for

similar patients in similar situations than the actual chosen treat-

ment option, which was the case for 66.8%, 59.0%, and 83.5% of

DPs for HTN, T2DM, and HL, respectively. The expected outcome

if the organization’s best-practice PCTO had been chosen at each

DP would have led to improved outcomes over the ATO: 65.1% vs

48.0% (HTN), 37.7% vs 22.5% (T2DM), and 75.3% vs 31.7%
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(HL). This would represent a hypothetical improvement in percent

controlled of 36%, 68%, and 138%, respectively.

DISCUSSION

Sackett et al defined evidence-based medicine as the “conscientious,

explicit, and judicious use of current best evidence. . . integrating in-

dividual clinical expertise with the best available external clinical ev-

idence from systematic research.” He went on to say, “Good

doctors use both individual clinical expertise and the best available

external evidence, and neither alone is enough.”24 Up until 10 years

ago, before the enactment of the HITECH (Health Information

Technology for Economic and Clinical Health) legislation, results of

clinical trials were the primary evidence available to formulate clini-

cal guidelines to assist with medical decision-making, given the low

penetrance of EHRs at the time. With the availability of comprehen-

sive clinical data in EHRs, machine-learning analytical tools, and

relevant experiences of past patients in similar situations, precision

cohorts can be presented to better inform clinical decision-making,

potentially improving the percentage of patients whose diseases are

under control by 36%–138% for the conditions we studied. These

real-world best practices complement evidence produced through

RCTs, bridging the gap between efficacy reported in the controlled

environment of a clinical trial and the actual effectiveness observed

in the real world.

One of the barriers to change is clinical inertia, which is a com-

plex interaction amongst the patient, clinician, and health system en-

vironment.25 In our study, the most common action at a DP was no

change. Part of behavioral change begins with raising the awareness

of the problem for all parties and providing accessible means for

Figure 2. Precision cohort visualization in the EHR. This diagram depicts observed outcomes for a precision cohort of patients who are similar to the individual pa-

tient under the same clinical situation (defined by the similarity model). In this example, all patients in the cohort have a diagnosis of hypertension and are treated

with an angiotensin receptor blocker (ARB) only (column 1). In the middle column, other clinicians in the practice have chosen multiple treatment options. The

width of the “prong” shows the relative size of the cohort choosing that option. The most common choice was to make no change in the ARB drug class. Under

the no-change scenario, only 40% of those patients had controlled blood pressure (BP) at the follow-up measurement. The prongs above the no-change group all

had an increase in percent controlled on follow-up. The treatment cohorts in green had a statistically significant change in percent controlled. The prongs below

the no-change group had a lower percent controlled on follow-up, and red prongs indicate a statistically significant change.
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changing.26 A PPA analysis of an individual physician’s panel pro-

vides a graphic visualization of the panel’s cumulative risk over

time, which can either pinpoint opportunity areas for intervention

or highlight exemplary achievement. In either case, specific compari-

son of personal performance to local organizational cohorts serves

to motivate behavioral change for both the patient and the clinician.

Longhurst et al27 proposed a “green button” functionality in

EHRs to provide access to practice-based evidence derived from the

analysis of aggregate data within the EHR. Our methods and appli-

cation are consistent with the vision they described. We have devel-

oped and deployed our application within an EHR system

integrated within the physician’s workflow. The precision-cohort vi-

sualization is available at the point-of-care tailored to each patient

and his or her specific disease state.

There are limitations to the use of observational data. Without

careful attention to data quality and methodological integrity,

machine-learning models could be tainted by bias. As described in

the Methods section, the precision-cohort workflow leverages sev-

eral approaches to identify appropriate baseline confounders includ-

ing covariates capturing the health condition and active treatment

status at the decision point, covariates associated with the propen-

sity of receiving treatment based on clinical guidelines, and covari-

ates associated with the outcome of interest selected using data-

driven methods from the EHR data. Causal inference matching

methods, leveraging both exact match and similarity scoring, are

then used to adjust for baseline confounders, and covariate balance

is assessed to ensure that the precision cohort is not biased and is ap-

propriate for treatment-effect analyses. Even with these mitigation

Figure 3. Population of patient journeys for 3 chronic conditions. A) An individual patient’s journey. Green dots represent encounters at which the disease param-

eter (eg, HbA1c) is controlled. Red dots represent encounters at which the disease parameter is not controlled. Red lines connect 2 consecutive encounters with

uncontrolled outcomes. Green lines connect 2 consecutive encounters with controlled outcomes. Yellow lines connect consecutive encounters with different out-

comes (1 controlled and 1 uncontrolled). B, C, D) Journeys for 25 000 randomly selected type 2 diabetes, hyperlipidemia, and hypertension patients, respectively.

The individual patient journeys are stacked vertically and sorted in descending order by the duration of the patient’s longitudinal observations (days).

Figure 4. Overall precision population analytics (PPA) workflow consisting of 4 steps: 1) extracting decision points (DPs) and associated features from the EHR

data; 2) computing the actual treatment options (ATOs) from the DPs, 3) computing the precision cohort treatment options (PCTO) from the DPs, and 4) analyzing

the DPs, comparing the actual versus precision cohort treatment options and associated outcomes, and generating the PPA reports.
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methods, the selection of confounder covariates may not be fully

complete, and biases may not be completely eliminated.

In the current work, only medication-based treatment options

were considered. Since nothing in the method explicitly precludes

handling additional treatment types, a natural extension is to in-

clude nonpharmacologic treatment options such as diet, exercise,

smoking cessation, and other lifestyle modifications or interventions

to improve unfavorable social determinants of health as long as the

necessary data are available. This study only used data from a single

health system, and the decision points were extracted from historical

outpatient data which may potentially contain outdated treatment

information and historical biases.28 We attempted to mitigate the

impact of this by adjusting the lookback period to coincide with the

publication date of the most recent national guidelines and only con-

sidered drugs approved by current guidelines.

Decision points were explicitly defined as an opportunity to act

on a disease not under control. Sometimes the focus of a specific

visit may not include 1 of the 3 conditions we studied. From a pa-

tient health risk point-of-view, however, a deferred action does af-

fect the patient’s cumulative health risk, so we felt it was accurate to

consider each encounter with 1 of the conditions uncontrolled as a

decision point regardless of whether it was the focus of the visit.

Although using data from approximately 2.5 million community

patients from a single large health system was sufficient to provide

statistically significant treatment options for the common diseases

we studied, there will be more limited numbers of similar patients

for less common diseases. One way to increase the total number of

patients in the pool is to combine data from multiple health systems.

Applying the methods, which we developed to data from additional

health systems, is needed to assess the generalizability of this ap-

proach. Combining data from different sites, however, introduces

other confounders that may decrease the precision of the similarity

of patients within a given cohort. For example, the fact that the pre-

cision cohorts were created from data of patients in the same catch-

ment area with treatment options chosen by local professional

colleagues appeared to influence the perception by clinicians of the

applicability of the precision cohort analysis to their decisions. This

tradeoff should be explored in future studies to assess the impor-

tance of using local data on the behavior of local clinician decision

makers.

With the advent of widespread use of EHRs and many other

electronic sources of health-related data, physicians are faced with

voluminous sources of data which contribute to physician burn-

out.29 Instead of inundating physicians with overwhelming amounts

of raw data, analytical tools should be provided to help extract and

visualize the insights contained in those data. Providing physicians

with a summary analysis about the best-practice experiences of their

colleagues could help them make more informed decisions—a con-

tinuously learning health system30 brought to the point-of-care.

CONCLUSION

Clinicians seek to recommend the best treatment decisions for each

individual patient. Up until now, evidence-based medicine primarily

relied on the results of RCTs which, by their nature, focus on homo-

geneous populations. Complementing clinical guidelines with

insights from real-world data of precision cohorts of similar patients

offer clinicians additional data to tailor treatment decisions for indi-

vidual patients with the potential to significantly improve the con-

trol of common chronic diseases.
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