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Abstract
A new practical method based on logarithmic transformation regressions was developed 
for the determination of static formation temperatures (SFTs) in geothermal, petroleum and 
permafrost bottomhole temperature (BHT) data sets. The new method involves the application 
of multiple linear and polynomial (from quadratic to eight-order) regression models to BHT 
and log-transformation (Tln) shut-in times. Selection of the best regression models was carried 
out by using four statistical criteria: (i) the coefficient of determination as a fitting quality 
parameter; (ii) the sum of the normalized squared residuals; (iii) the absolute extrapolation, as 
a dimensionless statistical parameter that enables the accuracy of each regression model to be 
evaluated through the extrapolation of the last temperature measured of the data set; and (iv) 
the deviation percentage between the measured and predicted BHT data. The best regression 
model was used for reproducing the thermal recovery process of the boreholes, and for the 
determination of the SFT. The original thermal recovery data (BHT and shut-in time) were 
used to demonstrate the new method’s prediction efficiency. The prediction capability of the 
new method was additionally evaluated by using synthetic data sets where the true formation 
temperature (TFT) was known with accuracy. With these purposes, a comprehensive statistical 
analysis was carried out through the application of the well-known F-test and Student’s t-test 
and the error percentage or statistical differences computed between the SFT estimates and the 
reported TFT data.

After applying the new log-transformation regression method to a wide variety of 
geothermal, petroleum, and permafrost boreholes, it was found that the polynomial models 
were generally the best regression models that describe their thermal recovery processes. 
These fitting results suggested the use of this new method for the reliable estimation of SFT. 
Finally, the practical use of the new method was highlighted because it only requires the use 
of BHT and shut-in time measurements as the main input data, which represents an enormous 
advantage over most of the analytical methods reported in the literature that require a large 
number of measurements (e.g. circulation time, the thermophysical and transport properties of 
the formation or drilling fluid, among others).
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1. Introduction

Previous research works in the worldwide literature have dem-
onstrated that the reliable estimation of stabilized formation 
temperatures (SFTs) in geothermal and petroleum systems 
has relevance in the evaluation of geoenergy reserves (Santoyo 
et al 2000, Olea-González et al 2007, Kutasov and Eppelbaum 
2011). Moreover, in climatic change studies, the determina-
tion of SFT in permafrost boreholes also exhibits scientific 
relevance to elucidating temperature changes on the Earth, 
specifically those related to surface temperature increases 
(Lachenbruch and Marshall 1986, Harris and Chapman 1997, 
Huang et al 2000).

The estimation of SFT from transient bottomhole temper-
ature (BHT) measurements provides the opportunity to 
determine the virgin temperatures of the surrounding forma-
tion-rock during the thermal recovery processes of the bore-
hole. For this reason, it is conceived of as a valuable tool in 
terms of planning, exploration, evaluation and developing 
geothermal, petroleum and permafrost projects (Verma et al 
2006a, Bodri and Cermak 2007, Kutasov and Eppelbaum 
2010).

In this context, numerical simulators and simplified ana-
lytical methods (based on heat transfer models) were initially 
developed for the thermal study of petroleum boreholes under 
drilling and completion conditions, and later extended to both 
the geothermal industry and to the study of the thermal history 
of permafrost zones (e.g. Harris and Chapman 1997, Davis 
et  al 2011). Numerous simulators have been specifically 
developed for the determination of the complete thermal his-
tory of a drilled borehole and the surrounding rock-formation 
under a wide variety of heat transfer models and assumptions 
(Pioneer works: e.g. Raymond 1969, Keller et al 1973, Beirute 
1991 and recent works: e.g. Olea-González et al 2007, 2008, 
Olea-González and García-Gutiérrez 2008, Espinosa-Paredes 
et al 2009, Porkhial et al 2015, Yang et al 2015).

On the other hand, a large number of analytical methods 
have been reported in the same literature for the estimation of 
the SFT in geothermal, petroleum, and permafrost boreholes 
(e.g. the pioneer works by Dowdle and Cobb 1975, Leblanc 
et  al 1981; and recent contributions such as those reported 
by Bassam et al 2010, Wong-Loya et al 2012, 2015; among 
others). In the context of practical analytical tools, several 
works have criticized the validity of some analytical methods 
for calculating SFT in these geosystems (Luheshi 1983, 
Drury 1984, Shen and Beck 1986, Deming 1989, Andaverde 
et  al 2005, Espinoza-Ojeda et  al 2011). These studies have 
demonstrated that some simplified analytical methods were 
derived under unrealistic heat transfer assumptions, and with 
a wrong use of linear regression models in the simplified solu-
tions to estimate the SFT. Significant errors have been actually 

reported when these analytical methods were used to estimate 
the SFT using synthetic BHT data sets, where the true forma-
tion temperature (TFT) is known with accuracy (e.g. Drury 
1984, Andaverde et al 2005, Verma et al 2006a). In addition, 
large discrepancies have also been reported among the SFT 
estimates predicted by several analytical methods using the 
same BHT data sets (e.g. Santoyo et al 2000, Espinoza-Ojeda 
et al 2011, Wong-Loya et al 2012).

These conceptual (physical and statistical) problems 
explain why some analytical methods systematically show 
a tendency either to underestimate (e.g. the Horner-plot 
method: Dowdle and Cobb 1975) or overestimate (e.g. the 
spherical–radial method: Ascencio et  al 1994) the SFT. 
However, in spite of these problems, some of these analytical 
methods are still being used in the geothermal and petroleum 
industry, probably for their simplicity in the calculation of 
SFT (e.g. Espinosa-Paredes and García-Gutiérrez 2003, 
Kutasov and Eppelbaum 2005, Goutorbe et al 2007, Pasquale 
et  al 2008, Kutasov and Eppelbaum 2010, Eppelbaum and 
Kutasov 2011, Vaz de Medeiros Rangel 2014, Sulastri and 
Andriany 2015).

To overcome the conceptual problems detected with the 
use of previous analytical methods, and the necessity of addi-
tional information (e.g. the thermophysical and transport 
properties of drilling materials: mud, cement, rock-formation, 
etc), which is rarely available in drilling logging, a new empir-
ical method to estimate SFT by using only transient BHT data 
sets logged from geothermal, petroleum, and permafrost bore-
holes has been developed. The new method performs anal-
ysis of transient BHT measurements (logged during borehole 
shut-in conditions) by applying an innovative mathematical 
methodology based on logarithmic transformation regres-
sions. The SFT is estimated after reproducing the typical tran-
sient asymptotic behavior of BHT measurements (also called 
thermal recovery or the shut-in process) by assuming that the 
formation has reached a thermal equilibrium state at infinite 
time. The aim of this paper is to describe the mathematical 
basis of the new empirical method, the numerical algorithm 
used, and some application examples for demonstrating the 
effective and reliable prediction task of the SFT.

2. The new empirical method

The main goal of this work is to reproduce the thermal recovery 
behavior of geothermal, petroleum and permafrost boreholes 
from the analysis of transient BHT data logged during their 
drilling and completion operations. For these purposes, bore-
hole thermal recovery (also named shut-in) occurs after either 
cooling or heating the surrounding rock-formation by the 
drilling fluid circulation in the case of geothermal–petroleum 
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or permafrost systems, respectively. After the thermal distur-
bance caused by the drilling process, rock-formation temper-
atures begin to increase in geothermal or petroleum systems, 
whereas in permafrost systems, a reverse tendency is observed 
in the borehole temperature profiles. The typical behavior pat-
tern obtained under thermal recovery conditions generally 
exhibits an asymptotic curve, which can be observed by plot-
ting the BHT versus shut-in time data (e.g. figures 2–14). The 
same process can also be observed in the estimation of the 
initial reservoir pressure of petroleum and geothermal bore-
holes, which commonly exhibit a similar recovery process at 
infinity time (e.g. Horner 1951, Fertl and Timko 1972, Grant 
et al 1983, Cao and Lerche 1990, Barelli et al 1994, Aragón 
et al 1999, Stevens 2000).

The thermal recovery observed during borehole drilling 
operations has been extensively studied by heat transfer 
models (conductive and convective), which have been applied 
to derive simplified analytical methods that are commonly 
used to reproduce the asymptotic tendency between BHT and 
shut-in time data, and hence, to determine the SFT in geo-
thermal and petroleum boreholes.

Radial, cylindrical and spherical conductive models 
have been used to derive simplified analytical methods (e.g. 
Manetti 1973, Ascencio et al 1994), whereas radial and cylin-
drical convective models have also been employed to obtain 
other analytical tools (e.g. Hasan and Kabir 1994).

Other heat transfer models have been additionally oriented 
to studying the asymptotic behavior of BHT and shut-in time 
data (e.g. Middleton 1979, 1982, Barelli and Palama 1981, 
Leblanc et al 1981, Lee 1982, Luheshi 1983, Jones et al 1984, 
Ribeiro and Hamza 1986, Shen and Beck 1986, Cao et  al 
1988a, 1988b, Beirute 1991, Waples and Ramly 1995, 2001, 
Waples and Pederson 2004, Waples et al 2004a, 2004b).

For analyzing thermal recovery in a reliable way, the 
number of BHT data available for performing these calcul-
ations has been one of the major concerns of these tasks. In 
relation to this, and as a result of the high cost of well logging 
operations, most of the BHT measurements logged in petro-
leum and geothermal boreholes are usually not numerous, and 
commonly available in the interval of 3–10 measurements 
(e.g. Pasquale et al 2008). Temperature logging is usually car-
ried out under short shut-in times (<30 h). Longer transient 
BHT data are sometimes collected in exploration exceptional 
cases (<200 h). In the case of permafrost systems (where 
most boreholes are drilled for research purposes), transient 
BHT measurements are commonly logged at long shut-in 
times (from a hundred to a thousand days), but with the same 
problem of having a limited number of BHT measurements.

On the other hand, the asymptotic curve pattern associ-
ated with the thermal recovery process may be alternatively 
reproduced by means of mathematical functions such as loga-
rithmical, exponential or polynomial models (e.g. Espinoza-
Ojeda 2011, Wong-Loya et  al 2012, 2015). The use of 
regression models based on a logarithmic transformation of 
variables (either x or y) for reproducing the asymptotic ten-
dencies among them has been previously reported in the liter-
ature (e.g. Baskerville 1972, Howarth and Earle 1979). More 
recently, Verma and Quiroz-Ruiz (2008), Verma (2009, 2015), 

and Verma and Agrawal (2011) published some works which 
proposed the use of logarithmic transformation in polynomial 
regression to obtain more precise critical values to be used in 
discordance and significance ( F- and Student’s t-) statistical 
tests. This methodology was proposed because the critical 
values also exhibit asymptotic patterns that can be accurately 
reproduced by using a logarithmic transformation model as 
the most suitable regression tool both to interpolate and to 
extrapolate such data.

All these previous applications motivated the use of dif-
ferent regression models based on a logarithmic transfor-
mation of the independent variable (i.e. shut-in time) for a 
better fitting process of transient BHT measurements, and 
from this, to reproduce more accurately the typical thermal 
recovery behavior observed in drilled boreholes (geo-
thermal, petroleum or permafrost). The fitting capability 
of these mathematical functions enabled the new empirical 
method to be developed as an innovated and improved ana-
lytical method. With this new regression tool the asymptotic 
behavior of BHT measurements with shut-in times was suc-
cessfully reproduced, and finally used to determine the SFT 
with precision and accuracy.

The new empirical method proposes the application of a 
logarithmic transformation (Tln) in a regression model (GRM) 
that is either linear or polynomial, which can be represented 
by the following generalized equation:

( ) ∑=
−

y x a x
i

m

i
i

0
 (1)

where y represents the dependent variable (BHT), x the inde-
pendent variable (Δt or shut-in time), and ai the coefficients 
of the regression model. As an initial step, three different loga-
rithmic transformations (Tln) should be applied to the inde-
pendent variables of the GRM to obtain three new improved 
independent variables (i.e. single (Tln1), double (Tln2), and 
triple (Tln3) functions which determine the new values of the 
independent variable: (ln Δt); ln(ln Δt); and ln(ln(ln Δt)),  
respectively). The main hypothesis of the new empirical 
method assumes that by applying linear or polynomial regres-
sion models to the BHT and the improved shut-in time data, 
the SFT will be estimated at infinite time conditions. Based 
upon the number of BHT data measurements, initially, it pro-
posed the application of the GRM maximum order (different 
regression models) as the applicability criterion of the new 
empirical method. Based upon the fit results and the calculated 
residuals, the best regression model was selected to determine 
the SFT. These SFT estimates were compared with those SFT 
values predicted by some of the analytical methods commonly 
used in the geothermal and petroleum industry.

3. Work methodology

To derive the new empirical analytical method, a statistical–
numerical methodology was proposed. The work method-
ology is schematically represented through the schematic flow 
diagram of figure 1. Basically the methodology consists of the 
following numerical and statistical tasks:
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 (1) To create a worldwide database from the BHT and shut-in 
time measurement logs of drilled boreholes. The database 
specifically consists of transient BHT data sets logged from 
16 geothermal, 8 petroleum, and 3 permafrost boreholes, and 
3 synthetic data sets where the TFT is known with accuracy.

 (2) To apply the logarithmic transformation (Tln) functions 
(Tln1, Tln2, and Tln3) to the shut-in time data associ-
ated with each BHT data set, which will define the new 
improved value of the independent variable (equation (1)).

 (3) To apply the applicability criterion to the maximum order 
of the GRM, which is defined as m  ⩽  (n  −  1)/2, where m 
and n are the maximum order of the regression model to 
be used, and the total number of BHT data, respectively. 
This first applicability criterion also allows the maximum 
order of the polynomial model (in the GRM) based on the 
total number of data sets to be evaluated. The nomencla-
ture to determine the polynomial models to be used in the 
GRM (equation (1)) was as follows: linear (L); quadratic 
(Q); cubic (C); fourth (FO); fifth (FI); sixth (SI); seventh 
(SE); and eighth (EI).

 (4) To calculate the GRM coefficients of equation  (1) by 
using the regression numerical routines included in the 
commercial software STATISTICA (StatSoft 2003).

 (5) To select the best GRM model that allows the reproduc-
tion of the BHT data with reliability, and hence, the 
estimation of the SFT at infinite recovery time (Δt  →  ∞) 
by using the following statistical criteria of evaluation:

 • Coefficient of determination (R2). From a statistical 
point of view, the parameter R2 was used to evaluate 
the quality of the regression in terms of the variation 
between two variables (x and y) to be correlated in any 
regression model. This parameter is calculated for each 
regression model using the complete BHT data set, 
and a numerical value that approaches the unit will be 
expected when the regression is statistically acceptable 
(R2  ≈  1: Bevington and Robinson 2003).

 • Sum of the normalized squared residuals (RSSn). The 
different regression models applied to the relationship 
BHT–improved shut-in time (modified by the logarith-
mically transformed function (Tln)) were also evaluated 
through the estimation of the well-known statistical 
parameter RSSn. The best fit model will be given by 
the smaller RSSn numerical values. The RSSn was 
estimated by means of the equation:

∑
=

−
=

T

n
RSSn

BHT
i

n
i i1

2( ) (2)

  where BHTi and Ti are the measured and calculated 
(predicted by the new empirical method) transient 
temper atures, respectively.

 • Absolute extrapolation (Ext-Abs). A dimensionless 
statistical parameter that enables the accuracy of each 
regression model to be evaluated through the extrapola-
tion of the last temperature measured (BHTn) of the data 
set. The results of each GRM (with Tln) were compared 
to determine the best BHTn predictor through the calcul-
ation of a dimensionless absolute difference between the 
measured BHTn and the predicted Tn by the GRM (with 
Tln). In this case, the evaluation criterion establishes the 
small numerical value of the parameter Ext-Abs belongs 
to the best predictor of BHTn. The parameter Ext-Abs 
was calculated as:

=
− T

Ext-Abs
BHT

BHT
n n

n
 (3)

 • Deviation percentage (%Dev). The dimensionless 
para meter %Dev is a combination of conditions 
used to calculate the SFT estimates and their associ-
ated uncertainty. All the different regression models  
(GRM with Tln) obtained in each BHT data set were 

Figure 1. Flow diagram of the work methodology (numeric–statistical) used for the application of the new log-transformation method.  
(A) Steps to apply the log-transformation (Tln) method; (B) steps to evaluate statistically the Tln numerical results.
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simulated numerically at long times (Δt  →  ∞). In each 
analyzed data set, the BHTn was used as reference data to 
determine the SFT. The dimensionless parameter %Dev 
was determined by means of the following equation:

 = −
×+

+

T T

T
%Dev 100i i

i

1

1
 (4)

  For the analysis of geothermal and petroleum cases, and 
according to the temperature magnitude, %Dev  ⩽  0.01 
was used as a strict convergence criterion for estimating 
the SFT through the numerical simulation of each GRM 
(Tln) at infinite time. This means that in the case of using 
the value 0.01, if the numerical simulation does not accom-
plish the complementary conditions, the next value (0.001) 
will be used, and so on. The complementary condition to 
be accomplished in geothermal and petroleum application 
cases is that the SFT calculated at infinite time by the new 
method must be greater than the last BHT measured data 
(SFT(Tln)  >  BHTn). For the analysis of permafrost bore-
holes, a value of %Dev  ⩽  0.001 was defined according to 
the BHT and long Δt data, which acts as a complementary 
condition for the estimation of the SFT using an inverse 
condition: SFT(Tln)  <  BHTn. The general complemen-
tary condition to the systems under analysis was the 
simulation time (Δtn+i) and in order to obtain the SFT by 
these means, the new method simulation time (Tln(Δtn+i)) 
must be greater than the BHTn shut-in time (Δtn) meas-
urements (Tln(Δtn+i)  >  Δtn).

For the determination of the SFT which corresponds to the 
BTH data sets under evaluation, the four statistical evaluation 
criteria were together applied both to decide the best GRM to 
fit the analyzed BHT and to reproduce the thermal recovery 
behavior of each data set. The results of the statistical evalua-
tion parameters (R2, RSSn, Ext-Abs and %Dev) were reported 
with the greatest possible number of digits to facilitate the 
final analysis of the selection. However, the SFT estimated 
by means of this numerical procedure was reported with the 
number of significant digits imposed by the uncertainty asso-
ciated with the new method.

 (6) For the accuracy analysis of the new empirical method, 
three synthetic data sets (CJON, SHBE and CLAH), were 
used because in these series the ‘true’ SFT (TFT ) was 
known. TFT was therefore used as the reference para-
meter of accuracy evaluation. With this in mind, the next 
accuracy parameters were additionally calculated: (a) the 
error percentage (%Error) existing between the SFT cal-
culated by the new method and the TFT reported for the 
synthetic data; and (b) the significant differences between 
the calculated SFT and the TFT by applying the statistical 
tests of F- and Student’s t-.

 (7) Two different types of comparative statistical analyses were 
finally carried out between the SFT values calculated by 
the new empirical method and those SFT estimates inferred 
from eight alternative analytical methods (already reported 
in the literature) using their approximated or simplified 

solutions with ordinary least-square (OLS) and quadratic 
regression (QR) models. These comparative analyses were 
performed by the following statistical procedures:

 (7.1) A comparative analysis of the SFT estimates 
between the values inferred from other analytical 
methods and those predicted from the new empirical 
method. For geothermal and petroleum borehole 
cases, the SFT calculated by the new method was 
always higher than the last BHTn, which avoids an 
underestimation of the SFT, whereas for permafrost 
applications, the SFT estimated must always be 
lower than the last BHTn; and

 (7.2) A comparative analysis between the SFT estimates 
predicted by the new empirical method and the mean 
values calculated from the SFT values inferred by 
the eight analytical methods. For the calculation 
of the mean SFT value and the associated standard 
deviation, a statistical normalization process was per-
formed by using the computer software DODESYS, 
which uses discordant tests of univariate data to 
ensure Gaussian distributions of the SFT estimates 
(Verma et al 2008). The mean SFT estimated in each 
data set was finally compared with the predicted 
value by the new method using the F- and Student’s 
t-statistical tests.

For the purposes of the comparative analyses (7.1 and 7.2), 
the following simplified analytical methods were used for the 
determination of SFT:

 (i) the conductive radial heat source or Brennand method 
(BM: Brennand 1984);

 (ii) the conductive–convective cylindrical heat source or 
Hasan–Kabir method (HKM: Hasan and Kabir 1994);

 (iii) the constant linear heat source or Horner-plot method, 
(HM: Timko and Fertl 1972, Dowdle and Cobb 1975);

 (iv) the generalized Horner or Kutasov–Eppelbaum method 
(KEM: Kutasov and Eppelbaum 2005);

 (v) the conductive cylindrical heat source or Leblanc 
method (LM: Leblanc et al 1981);

 (vi) the rectangular heat source or Leblanc–Middleton 
method (LMM: proposed by Middleton 1979 and 
improved by Leblanc et al 1982);

 (vii) the conductive cylindrical heat source or Manetti 
method (MM: Manetti 1973); and

 (viii) the spherical–radial heat flow method (SRM: Ascencio 
et al 1994).

Instead of providing details on the theory of each method 
in the present work, the reader is referred to the original lit-
erature source of each model or method for other physical, 
mathematical or assumption details.

4. Results and discussion

4.1. Creation of a world database

A world database containing sixteen BHT data sets logged during 
borehole drilling operations, and three synthetic (experimental) 
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data sets was created (see table 1). These data sets were com-
piled from borehole drilling reports on geothermal, petroleum 
and permafrost systems:

For the case of temperature measurements logged from 
geothermal boreholes, 11 boreholes drilled in different world 
geothermal fields were compiled. These geothermal bore-
holes are described in the following list together with the 
acronym we used, the location and the maximum shut-in time 
recorded:

 (1) Chipilapa, El Salvador (CH-A, with shut-in times up to 
190.5 h);

Table 1. Data sets used for the calculation of SFT through log-transformation method and eight commonly used analytical methods.

Data sets Data Number
Maximum order of the 
GRM (m  ⩽  (n  −  1)/2) Reference

Geothermal boreholes:

CH-A4 (948 m) 6 2nd González-Partida et al (1997)
CH-A9 (2198 m) 6 2nd González-Partida et al (1997)
CH-A11 (2298 m) 6 2nd González-Partida et al (1997)
MXCO1 6 2nd Verma et al (2008)
MXCO2 7 3rd Verma et al (2008)
ITAL 40 8th Da-Xin (1986)
PHIL 14 6th Brennand (1984)
JAPN (700 m) 10 4th Hyodo and Takasugi (1995)
CB-1 (994 m) 4 Linear Ascencio et al (2006)
CB-1 (1494 m) 3 Linear Ascencio et al (2006)
CB-1 (1987 m) 3 Linear Ascencio et al (2006)
CB-1 (2583 m) 4 Linear Ascencio et al (2006)
R#9-1 (1518 m) 7 3rd Crosby (1977)
SGIL 12 5th Schoeppel and Gilarranz (1966)
GT-2 (1595 m) 77 8th Albright (1975)
ROUX (1518 m) 3 Linear Roux et al (1980)
KELLEY (1035 m) 3 Linear Roux et al (1980)

Synthetic data:

CJON 12 5th Cooper and Jones (1959)
SHBE 8 3rd Shen and Beck (1986)
CLAH 15 7th Cao et al (1988a)

Petroleum boreholes:

USAM (4900 m) 14 6th Kutasov (1999)
COST (1420 m) 6 2nd Cao et al (1988b)
COST (3710 m) 5 2nd Cao et al (1988b)
COST (4475 m) 4 Linear Cao et al (1988b)
MALOOB-456 9 4th Espinosa-Paredes et al (2009)
MALOOB-309D 7 3rd Espinosa-Paredes et al (2009)
PPH-ABA (3328 m) 4 Linear Pasquale et al (2008)
BECU (2700 m) 5 2nd Beardsmore and Cull (2001)

Permafrost boreholes:

REINDEER 10 4th Taylor et al (1982)
MOKKA 9 4th Taylor et al (1982)
P-RIVER 9 4th Clow and Lachenbruch (1998)

Note: The number of BHT measurements and the maximum order of the regression models for their application are also included.

Table 2. Statistical evaluation parameters R2, RSSn, and Ext-
Abs and the SFT estimated for the regression models (GRM 
(Tln)) of the geothermal data set CH-A9 (using as rigorous value 
%Dev  ⩽  0.01 for the numerical simulation).

Model R2 RSSn Ext-Abs SFT (°C)

L (Tln1) 0.995 663 0.981 68 0.001 733 156.462 92
Q (Tln1) 0.997 336 0.603 01 0.029 612 164.049 63

L (Tln2) 0.956 859 9.764 196 0.044 806 140.838 84
Q (Tln2) 0.998 68 0.298 777 0.012 476 156.518 24

L (Tln3) 0.877 831 27.650 918 0.077 915 138.960 73
Q (Tln3) 0.995 55 1.007 078 0.010 67 148.035 45
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 (2) Los Humeros, México (MXCO, with shut-in times up to 
36 h and 42 h);

 (3) Larderello, Italy (ITAL, with shut-in times up to 27 h);
 (4) Philippines (PHIL, with shut-in times up to 15.58 h);
 (5) Kyushu, Japan (JAPN, with shut-in times up to 72.5 h);
 (6) Ceboruco, México (CB-1, with shut-in times up to 24 h);
 (7) Roosevelt, USA (R #9-1, with shut-in times up to 46 h);
 (8) Oklahoma, USA (SGIL, with shut-in times up to 12 h);

 (9) New Mexico, USA (GT-2, with shut-in times up to 44 h);
 (10) Imperial Valley, USA (ROUX, with shut-in times up to 

13.5 h); and
 (11) Kelley Hot Spring, USA (KELLEY, with shut-in times 

up to 29.3 h).

For the accuracy evaluation of the new log-transforma-
tion method, three well-known synthetic data sets were 

Figure 2. Integrated numerical simulation used for the regression models applied to geothermal data set CH-A9: (A) L(Tln1) and Q(Tln1); 
(C) L(Tln2) and Q(Tln2); and (E) L(Tln3) and Q(Tln3). BHTn and numerical approximation plots obtained for the Ext-Abs parameter 
analysis: (B) L(Tln1) and Q(Tln1); (D) L(Tln2) and Q(Tln2); and (F) L(Tln3) and Q(Tln3).
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additionally used. These synthetic data sets are reported in 
table  1 (CJON, n  =  12; SHBE, n  =  8; and CLAH, n  =  15; 
with shut-in times up to 1.5 h, 40 h, and 50 h, respectively), 
which were collected from experimental works performed by 
Cooper and Jones (1959), Shen and Beck (1986), and Cao et al 
(1988b), respectively. The corresponding TFT values reported 
for these data sets were CJON  =  20.25 °C, SHBE  =  80.0 °C, 
and CLAH  =  120.0 °C.

For the case of temperature measurements logged from 
petroleum boreholes, the following sites were also compiled 
in the worldwide database:

 (12) Mississippi, USA (USAM, with shut-in times up to 
200 h);

 (13) Norton Sound, US (COST, with shut-in times up to 
75.5 h);

 (14) Gulf of Mexico, Mexico (MALOOB, with longer shut-in 
times up to 5184 h);

 (15) Po Plain, Italy (PPH-ABA, with shut-in times up to 
36.5 h);

 (16) Browse Basin, Australia (BECU, with shut-in times up to 
18.3 h).

Finally, for the case of permafrost borehole temperatures, 
thermal recovery measurements were compiled from three dif-
ferent exploration sites, which included thermal data logged at 
distinct depths:

 (17) Reindeer D-27, Canada (REINDEER, 9 different depths 
with shut-in times up to 4577 d);

 (18) Mokka A-02, Canada (MOKKA, 11 different depths with 
shut-in times up to 6884 d);

 (19) Put River N-1, Alaska, US (P-RIVER, 14 different depths 
with shut-in times up to 1071 d).

Table 1 summarizes all the information sources from where 
the data sets were originally compiled for the three application 
areas: geothermal, petroleum and permafrost.

4.2. Logarithmic transformation

According to the GMR (equation (1)), the application of the 
logarithmic transformation (Tln: Tln1; Tln2; Tln3) to the 
independent variable (x: Δt shut-in time) was defined as fol-
lows: (i) a simple logarithmic transformation (Tln1), where 
x  =  ln(Δt); (ii) a double logarithmic transformation (Tln2), 
where x  =  ln[ln(Δt)]; and (iii) a triple logarithmic transfor-
mation (Tln3), where x  =  ln{ln[ln(Δt)]}. This procedure was 

Table 3. A summary of the numerical results obtained for the 
application of the new method to the geothermal data sets CH-A4, 
CH-A11, MXCO1, MXCO2, ITAL, PHIL, JAPN and R #9-1 (using 
as rigorous value %Dev  ⩽  0.01 for the SFT numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

CH-A4 (n  =  6, BHTn  =  169 °C)
Q (Tln3) 0.996 722 2.956 543 0.001 296 194.916 32
L (Tln2) 0.964 099 32.376 074 0.053 473 181.4573
L (Tln3) 0.892 873 96.607 761 0.108 527 175.047 61

CH-A11 (n  =  6, BHTn  =  145 °C)
Q (Tln2) 0.996 878 0.785 206 0.027 293 172.059 23
Q (Tln3) 0.996 684 0.833 766 0.005 419 158.900 02
Q (Tln1) 0.988 733 2.833 226 0.058 883 191.930 27

MXCO1 (n  =  6, BHTn  =  247.7 °C)
Q (Tln3) 0.996 613 1.460 254 0.009 664 320.090 27
L (Tln3) 0.920 687 34.194 589 0.044 714 262.985 46
L (Tln2) 0.967 773 13.894 016 0.029 139 290.549 15

MXCO2 (n  =  7, BHTn  =  247.1 °C)
C (Tln1) 0.998 045 1.017 936 0.000 701 274.976 16
C (Tln3) 0.997 908 1.088 956 0.003 577 354.613 97
L (Tln3) 0.796 159 51.260 305 0.096 799 262.197 53

ITAL (n  =  39, BHTn  =  118.7 °C)
SI (Tln3) 0.999 832 0.008 434 0.002 586 119.832 27
SI (Tln2) 0.999 82 0.009 014 0.002 446 119.702 77

PHIL (n  =  14, BHTn  =  146 °C)
C (Tln2) 0.989 219 3.375 62 0.040 132 178.8161
L (Tln3) 0.910 849 24.476 029 0.079 313 158.406 08
L (Tln2) 0.892 521 33.652 404 0.071 256 183.4237

JAPN (n  =  10, BHTn  =  170.9 °C)
FO (Tln2) 0.999 962 0.019 106 0.014 319 176.437 47
FO (Tln1) 0.999 943 0.029 189 0.186 46 171.092 71
FO (Tln3) 0.999 889 0.056 454 0.048 056 201.353 17

R #9-1 (n  =  7, BHTn  =  170 °C)
C (Tln3) 0.997 299 0.242 136 0.017 264 196.104 66
C (Tln2) 0.997 245 0.247 0.018 191 381.457 47
Q (Tln3) 0.997 153 0.255 235 0.000 013 172.920 47

Table 4. A summary of the numerical results obtained for the 
application of the new method to the geothermal data sets CB-1, 
SGIL, ROUX and KELLEY (using as rigorous value %Dev  ⩽  0.01 
for the SFT numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

CB-1 (994 m) (n  =  4, BHTn  =  52.3 °C)
L (Tln1) 0.979 109 0.022 249 0.002 719 57.565 91
L (Tln2) 0.965 923 0.036 292 0.001 377 54.488 601
L (Tln3) 0.936 624 0.067 496 0.005 306 53.219 369

CB-1 (1494 m) (n  =  3, BHTn  =  65.8 °C)
L (Tln2) 0.998 433 0.012 299 78.473 125
L (Tln3) 0.992 25 0.060 828 72.811 573

CB-1 (1987 m) (n  =  3, BHTn  =  90 °C)
L (Tln2) 0.979 413 0.279 573 98.063 551
L (Tln3) 0.944 743 0.750 396 93.341 348

CB-1 (2583 m) (n  =  4, BHTn  =  102.7 °C)
L (Tln3) 0.905 541 3.555 599 0.048 389 108.479 79

SGIL (n  =  12, BHTn  =  96.13 °C)
FO (Tln3) 0.998 917 0.005 393 0.002 418 101.803 52
C (Tln3) 0.998 816 0.005 896 0.002 224 99.8027
Q (Tln3) 0.998 78 0.006 073 0.001 518 100.063 15

ROUX (n  =  3, BHTn  =  155.56 °C)
L (Tln3) 0.990 872 0.368 253 179.869 65
L (Tln2) 0.982 425 0.709 079 199.781 08
L (Tln1) 0.972 76 1.098 997 252.543 85

KELLEY (n  =  3, BHTn  =  94.44 °C)
L (Tln3) 0.989 185 0.202 301 112.233 54
L (Tln1) 0.997 895 0.039 367 145.889 75
L (Tln2) 0.994 087 0.110 598 121.598 46

GT-2 (1595 m) (n  =  77, BHTn  =  123.817 °C)
SE (Tln3) 0.999 72 0.122 01 0.000 121 123.832 32
FI (Tln3) 0.999 563 0.190 541 0.000 068 124.212 13
SI (Tln3) 0.999 587 0.179 983 0.000 135 137.162 91
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used to perform all the regression models to be involved in the 
GRM with the three described Tln transformations for each 
study case.

4.3. Applicability criterion

With the applicability criterion (m  ⩽  (n – 1)/2) it was possible 
to determine the maximum order of the GRM (equation (1)), 
and therefore, the different regression models used to calculate 
the SFT. The criterion consists of calculating the parameter m, 

which indicates the maximum order of the GRM to be used 
for each logarithmic transformation (Tln1; Tln2; Tln3) by 
using the number of measurements n as reference data. For 
instance (from table  1), for the CH-A9 data set, which has 
six measurement data (n  =  6), the applicability criterion will 
be equal to m  ⩽  2.5. The calculated value of m means that 
the maximum order of the GRM will be a QR model (i.e. a 
polynomial order of 2). In this particular case, only two dif-
ferent regression models, linear (L) and quadratic (Q), will 
be used for the determination of the SFT using each of the 

Figure 3. Integrated numerical simulation used for the regression models applied to geothermal data sets (A) CH-A4, (C) CH-A11, and (E) 
MXCO1. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) CH-A4; (D) CH-A11; and (F) MXCO1.
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three log-transformations applied to the shut-in time measure-
ments (i.e. Tln1; Tln2; and Tln3). Table 1 also includes the 
maximum orders of the polynomial regression models calcu-
lated for each recorded data set (according to the number of 
measurements reported).

4.4. Calculation of GRM coefficients

Once the maximum order of the polynomial regression 
models from each data set was determined (table 1), the 

regression coefficients of the GRM were calculated by 
applying the corresponding numerical algorithms of each 
regression model (linear or polynomial), and using the 
dependent (BHT) and independent (three Tln1; Tln2; and 
Tln3) variables for each data set (geothermal, petroleum, 
and permafrost). From the calculated coefficients of each 
regression model, the thermal behavior of the BHT was 
reproduced, and depending on the fitting quality, it could be 
used later to estimate the SFT by means of an extrapolation 
to infinite shut-in time.

Figure 4. Integrated numerical simulation used for the regression models applied to geothermal data sets (A) MXCO2, (C) ITAL, and (E) 
PHIL. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) MXCO2; (D) ITAL; and (F) PHIL.
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For instance, with the same CH-A9 data set (n  =  6 and 
m  ⩽  2.5), it was inferred that the linear and quadratic regres-
sion models must be used for the estimation of the SFT. The 
resulting linear and polynomial regression equations  (with 
their respective coefficients, ai) were as follows:

 (a) For the linear (L) and quadratic (Q) regression models of the 
GRM, and using the BHT ( y ) and Tln1 [x  =  ln(Δt)] data, 
the corresponding regression equations were as follows:

⇒ = +L ln y xT 1 70.85 12.77( )

⇒ = + +Q ln y x xT 1 76.44  9.18 0.51 2( )

 (b) For the L and Q regression models of the GRM, and 
using the BHT ( y ) and Tln2 {x  =  ln[ln(Δt)]} data, the 
corresponding regression equations were as follows:

⇒ = +L ln y xT 2 67.51 40.38( )

( )⇒ = − +Q ln y x xT 2 97.21 19.32  26.66 2

 (c) For the L and Q regression models of the GRM, and 
using the BHT ( y ) and Tln3: x  =  ln{ln[ln(Δt)]} data, the 
corresp onding regression equations were as follows:

( )⇒ = +L ln y xT 3 110.95 39.83

( )⇒ = + +Q ln y x xT 3 103.84 41.87 48.54 2

Finally, the log-transformation method theoretically assumes 
that from these individual regression equations, the original 
measurement data sets may be reliably reproduced (i.e. the 
thermal behavior) and therefore, the SFT can be predicted 
at infinite shut-in time (by an extrapolation of the thermal 
recovery curve). This example allows the numerical method-
ology to be described for the individual and systematic anal-
ysis of all the thermal histories logged for all the geothermal, 
petroleum and permafrost boreholes (included in table 1).

4.5. Selection of the ‘best’ GRM to reproduce transient 
temperature data (BHT) and calculation of SFT at infinite time 
(Δt  →  ∞)

Upon obtaining the regression equations (GRM with Tln) for 
each data set (equation (1)), we proceeded to evaluate them 
statistically through the application of the evaluation criteria, 
which will define the ‘best’ regression model that will be 
used to determine the SFT of the boreholes under study. With 
these evaluation purposes and using the same CH-A9 data set  
(as an example) and a rigorous value of %Dev  ⩽  0.01 for the 

Figure 5. Integrated numerical simulation used for the regression models applied to geothermal data sets JAPN (A) and R #9-1 (C). BHTn 
and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) JAPN and (D) R #9-1.
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Figure 6. Integrated numerical simulation used for the regression models applied to geothermal data set CB-1: (A) 994 m; (C) 1494 m; (D) 
1987 m; and (E) 2583 m. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) 994 m and (D) 2583 m.
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numerical simulation, the statistical parameters R2, RSSn, 
Ext-Abs and %Dev were calculated (table 2).

From a general view, it was observed that the quadratic 
models with Tln {Q(Tln1); Q(Tln2); and Q(Tln3)} have sys-
tematically much better values of R2 and lower residuals (RSSn) 
than the linear models. In this way, the quadratic models fulfill 
enough of the two first two statistical criteria established by 
the parameters R2 and RSSn, which is confirmed by observing 
the thermal behaviors plotted in figures 2(A), (C) and (E).

An additional evaluation parameter was also calculated 
by applying the third criterion (Ext-Abs) to all the regression 
models. With these purposes, the value of BHTn was deter-
mined by using the obtained regression equations {L(Tln1) 
and Q(Tln1); L(Tln2) and Q(Tln2); L(Tln3) and Q(Tln3)}. 
The resulting calculations were also shown in the plots of fig-
ures 2(B), (D) and (F).

The last selection criterion (referred to as deviation 
percent age: %Dev) was used as a dimensionless parameter for 

Figure 7. Integrated numerical simulation used for the regression models applied to geothermal data sets (A) SGIL, (C) ROUX (1518 m), 
(D) KELLEY (1035 m), and (E) GT-2 (1595 m), using the GRM with Tln. BHTn and numerical approximation plots obtained for the  
Ext-Abs parameter analysis: (B) SGIL and (F) GT-2 (1595 m).
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the determination of the SFT by using a numerical simulation 
of the thermal recovery patterns predicted for each GRM (with 
Tln). With these purposes, the last BHT measurement logged 
(e.g. for the CH-A9 data set: BHTn  =  138 °C at a shut-in time 
of 190.5 h) was used both to assure that the GRM (with Tln) 
does not underestimate the SFT with regard to the last logged 
BHTn value and to calculate the SFT. For instance, given the 
magnitude of the geothermal borehole temperatures (logged 
for the CH-A9), %Dev  ⩽  0.01 was used as the convergence 

criterion of the numerical simulation for predicting the SFT 
(i.e. the numerical prediction must fulfill (SFTn+1  −  SFTn)/
SFTn+1  ⩽  0.01).

For this particular case of analysis (CH-A9), it was 
observed, in general, that in accordance with the increase 
of Tln level (from Tln1 to Tln3) in L regression models, the 
fitting quality of the BHT data decreases, whereas for the Q 
regression models a reverse behavior is obtained. However, as 
an exception case of the L regression model, it was observed 

Figure 8. Integrated numerical simulation used for the regression models applied to synthetic data sets (A) CJON, (C) SHBE, and (E) 
CLAH, through the GRM with Tln. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) CJON;  
(D) SHBE; and (F) CLAH.
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that the predicted behavior by the regression model L(Tln1) 
provides a much better estimation of the extrapolated value of 
BHTn in comparison with the other L or Q regression models 
(figure 2(B)). This result, even though seeming to contradict 
the previous evaluation results (see table 2), makes difficult the 
selection of the ‘best’ regression or fitting model. Therefore, 
a solid criterion of selection requires the largest number of 
evaluation criteria to come out for deciding the best regression 
model to finally determine the SFT.

With the integration of all these fundamental criteria and 
after analyzing all the results obtained for the thermal recovery 

behavior of the geothermal borehole CH-A9 (table 2), it was 
determined that the ‘best’ regression model was the model 
Q(Tln2) because this model fulfilled, mostly, the evaluation 
criteria. Thus, the application of the model Q(Tln2) at infinite 
times allows the SFT of CH-A9 to be determined as 157  ±  2 °C.

4.5.1. Application of the new method to analyze the thermal 
recovery process of geothermal boreholes. In a similar way 
to the previously described numerical methodology, the geo-
thermal borehole data sets were systematically analyzed for 
reproducing the thermal recovery processes and the deter-
mination of their SFT (CH-A4, CH-A11, MXCO1, MXCO2, 
ITAL, PHIL, JAPN, R #9-1, CB-1, SGIL, ROUX, KELLEY 
and GT-2). With these purposes, the methodology uses the 
applicability criterion reported in table 1.

To save space in the manuscript, a summary of the results 
obtained from the application of this numerical methodology is 
presented. Table 3 summarizes the numerical results obtained 
for the data sets CH-A4 (948 m), CH-A11 (2298 m), MXCO1, 
MXCO2, ITAL, PHIL, JAPN (700 m) and R #9-1 (1518 m). 
As we can observe in this table, the ‘best’ regression models 

Table 5. A summary of the numerical results obtained for the 
application of the new method to the synthetic data sets CJON, 
SHBE and CLAH (using as rigorous value %Dev  ⩽  0.01 for the 
SFT numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

CJON (n  =  12, BHTn  =  19.6 °C, TFT  =  20.25 °C)
C (Tln1) 0.999 158 0.003 433 0.038 091 19.662 649
L (Tln1) 0.888 882 0.453 271 0.099 774 22.695 986

SHBE (n  =  8, BHTn  =  75.5 °C, TFT  =  80.0 °C)
FO (Tln2) 0.999 98 0.000 757 0.000 505 78.176 02
FO (Tln1) 0.999 976 0.000 910 0.002 418 76.744 824
C (Tln1) 0.999 969 0.001 146 0.000 277 77.195 069

CLAH (n  =  15, BHTn  =  119.1 °C, TFT  =  120.0 °C)
SI (Tln2) 0.999 989 0.000 622 0.001 137 119.566 18
SI (Tln3) 0.999 981 0.000 668 0.001 163 119.519 52
FI (Tln3) 0.999 981 0.000 679 0.000 365 119.578 56

Table 6. Summary of the obtained SFT estimations through the 
log-transformation (Tln) method using the geothermal and synthetic 
temperature data sets.

Data sets BHTn (°C) Model Tln SFT (°C)

Geothermal boreholes:
CH-A4 169 L (Tln2) 181  ±  2
CH-A9 138 Q (Tln3) 148  ±  1
CH-A11 145 Q (Tln3) 159  ±  2
MXCO1 247.7 Q (Tln3) 320  ±  3
MXCO2 247.1 C (Tln1) 275  ±  3
ITAL 118.7 SI (Tln3) 120  ±  1
PHIL 146 L (Tln3) 158  ±  2
JAPN 170.9 FO (Tln2) 176  ±  2

R #9-1 170 Q (Tln3) 173  ±  2
CB-1 (994 m) 52.3 L (Tln1) 58  ±  1
CB-1 (1494 m) 65.8 L (Tln2) 79  ±  1
CB-1 (1987 m) 90 L (Tln2) 98  ±  1
CB-1 (2583 m) 102.7 L (Tln3) 109  ±  1
SGIL 96.13 FO (Tln3) 102  ±  1
ROUX 155.56 L (Tln3) 180  ±  2
KELLEY 94.44 L (Tln3) 112  ±  1
GT-2 (1595 m) 123.817 SE (Tln3) 124  ±  1

Synthetic data:

CJON 19.6 C (Tln1) 19.7  ±  0.2
SHBE 75.5 FO (Tln2) 78  ±  1
CLAH 119.1 SI (Tln2) 120  ±  1

Table 7. A summary of the numerical results obtained for the 
application of the new method to the petroleum data sets COST, 
USAM, MALOOB, PPH-ABA and BECU (using as rigorous value 
%Dev  ⩽  0.01 for the SFT numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

COST (1420 m) (n  =  6, BHTn  =  56.11 °C)
L (Tln3) 0.821 036 3.580 292 0.074 993 61.311 327
L (Tln2) 0.756 32 4.874 985 0.091 726 63.710 132
L (Tln1) 0.677 809 6.445 655 0.114 891 69.358 841

COST (3710 m) (n  =  5, BHTn  =  150 °C)
Q (Tln3) 0.984 304 2.423 206 0.032 93 165.724 55
Q (Tln2) 0.984 261 2.429 81 0.033 565 164.354 74
Q (Tln1) 0.983 694 2.517 377 0.034 948 153.060 21

COST (4475 m) (n  =  4, BHTn  =  174.44 °C)
L (Tln3) 0.956 214 0.830 434 0.004 879 188.1315
L (Tln2) 0.952 101 0.908 436 0.003 154 197.0859
L (Tln1) 0.945 707 1.029 703 0.004 879 220.199 27

USAM (n  =  14, BHTn  =  147.27 °C)
SI (Tln1) 0.999 999 0.000 004 0.000 003 149.204 34
SI (Tln2) 0.999 999 0.000 005 0.000 059 150.3086
SI (Tln3) 0.999 999 0.000 005 0.000 064 150.328 02

MALOOB—309D (n  =  7, BHTn  =  118 °C)
L (Tln3) 0.481 088 29.419 119 0.248 828 126.6137
L (Tln2) 0.470 75 30.005 256 0.2579 127.115 75
L (Tln1) 0.449 803 31.192 791 0.277 808 128.439 84

MALOOB—456 (n  =  9, BHTn  =  127 °C)
Q (Tln2) 0.948 886 22.285 757 14.168 513 139.768 06
Q (Tln3) 0.945 954 23.564 209 10.848 95 135.843 55
L (Tln2) 0.657 459 149.347 77 52.868 032 130.091 16

Franciacorta (3328 m) (n  =  4, BHTn  =  92 °C)
L (Tln1) 0.999 655 0.001 725 0.001 453 100.800 77
L (Tln2) 0.989 163 0.054 187 0.007 453 95.745 028
L (Tln3) 0.963 931 0.180 344 0.012 594 93.593 147

BECU (n  =  5, BHTn  =  72 °C)
L (Tln2) 0.962 76 0.297 923 0.016 895 86.050 726
L (Tln3) 0.931 861 0.545 114 0.023 003 78.950 547
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that describe the thermal histories of the boreholes CH-A4, 
CH-A11, MXCO1, MXCO2, ITAL, PHIL, JAPN and R #9-1 
were Q(Tln3), Q(Tln2), Q(Tln3), C(Tln1), SI(Tln3), C(Tln2), 
FO(Tln2) and C(Tln3), respectively.

Table 4 summarizes the numerical results obtained for the 
analysis of the geothermal data sets CB-1, SGIL, ROUX, 
KELLEY and GT-2, where we can observe that the ‘best’ 
fix models that describe the thermal recovery of the bore-
holes CB-1 (994 m), CB-1 (1494 m), CB-1 (1987 m), CB-1 

(2583 m), SGIL, ROUX (1518 m) and KELLEY (1035 m) 
were L(Tln1), L(Tln2), L(Tln2), L(Tln3), FO(Tln3), L(Tln3) 
and L(Tln3), respectively. These results were represented and 
valid ated with the plots shown in figures 3–7, according to the 
following group distribution: figure 3 (CH-A4 (948 m), CH-A11 
(2298 m), and MXCO1); figure 4 (MXCO2, ITAL, and PHIL); 
figure 5 (JAPN (700 m) and R #9-1 (1518 m)); figure 6 (CB-1 
(994 m), CB-1 (1494m), CB-1 (1987m), and CB-1 (2583 m)); 
and figure 7 (SGIL, ROUX (1518 m), KELLEY (1035 m) and 

Figure 9. Integrated numerical simulation used for the GRM with Tln applied to the petroleum borehole COST: (A) 1420 m; (C) 3710 m; 
and (E) 4475 m. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) 1420 m; (D) 3710 m; and (F) 
4475 m.
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GT-2 (1595 m)). These plots include the BHT measurements, 
the numerical simulation of BHT through the Tln method and 
the extrapolation analysis (Ext-Abs) using a graphical zoom 
around the data reference BHTn (see figures 3(B), (D), (F), 
4(B), (D), (F), 5(B), (D), 6(B), (F) and 7(B), (F)).

Thirty-nine BHT measurements were logged for the ITAL 
data set; therefore, the maximum order (EI) was achieved 
for the GRM. However, only two GRM models satisfied the 
established conditions in the four evaluation criteria.

For the data set PHIL’s case, it was possible to apply the 
GRM of the sixth degree; therefore, numerical results with a 
variety of models were obtained. In the case of the JAPN and 
R#9-1 data sets, it was found that the three ‘best’ fix models 
were consistently polynomial models.

On the other hand, the geothermal data sets CB-1, ROUX and 
KELLEY showed a few BHT measurements (n  ⩽  5). Thus, in 
these examples it was just possible to apply the linear models 
with Tln. In the corresponding data sets of CB-1 (1494 m), CB-1 
(1987 m), ROUX (1518 m) and KELLEY (1035 m), the criterion 
Ext-Abs was not applied due to its application requirements. As 
a consequence, only the obtained numerical results of the criteria 
R2, RSSn and %Dev were analyzed. This showed a limitation of 
the new method, because only linear models can be applied.

The data set GT-2 (1595 m) is an example that has not 
been commonly reported in international literature, due 
its numerous BHT measurements (n  =  77). Therefore, it 
becomes an ideal case for the application of the new method 
or for any thermal recovery analysis on geothermal boreholes.

From the results shown in table 4, it can be observed, almost 
consistently, the linear models prevail as the ‘best’ regres-
sion models, and consequently they have been suggested as 

Figure 10. Integrated numerical simulation used for the GRM with Tln applied to the petroleum boreholes (A) USAM (4900 m) and (C) 
MALOOB-309D. BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) USAM (4900 m) and (D) 
MALOOB 309-D.

Table 8. SFT estimations for the petroleum data sets, by means of 
the application of the Tln method.

Data sets BHTn (°C) Model Tln SFT (°C)

Petroleum boreholes:
USAM (4900 m) 147.27 SI (Tln1) 149.2  ±  0.2
COST (1420 m) 56.11 L (Tln3) 61  ±  1
COST (3710 m) 150 Q (Tln3) 166  ±  2
COST (4475 m) 174.44 L (Tln3) 188  ±  2
MALOOB—456 127 Q (Tln2) 140  ±  1
MALOOB—309D 118 L (Tln3) 127  ±  1
Franciacorta (3328 m) 92 L (Tln1) 101  ±  1
BECU (2700 m) 72 L (Tln2) 86  ±  1
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the tools to estimate the SFT whereas some exceptions were 
found in the case of the KELLEY and GT-2 results where the 
polynomial models provide the ‘best’ regression models to 
obtain the SFT.

4.5.2. Application of the new method to analyze the thermal 
recovery process of synthetic datasets. Table 5 summarizes 
the numerical results obtained for the synthetic data sets CJON, 

SHBE and CLAH, whereas the predicted thermal recov-
ery processes are shown in figure 8. The CJON data set was 
selected because it deals with data that correspond to low BHT 
and relatively shorter recovery times (Δt  ⩽  1.5 h). This exam-
ple was very useful to verify the efficiency of the new method 
applied to this kind of synthetic BHT data. On the other hand, 
the SHBE data set was selected as a good example of medium 
BHT measurements, whereas the BHT measurements of the 

Figure 11. Integrated numerical simulation used for the GRM with Tln applied to the petroleum boreholes (A) MALOOB-456,  
(C) Franciacorta (3328 m), and (E) BECU (2700 m). BHTn and numerical approximation plots obtained for the Ext-Abs parameter 
analysis: (B) MALOOB-456; (D) Franciacorta (3328 m); and (F) BECU (2700 m).
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CLAH data set enabled us to represent a typical case of a geo-
thermal borehole with relatively high temperature.

From the numerical results reported in table 5, it can be 
observed in the case of CJON analysis that only two models 
fulfilled the requirements of the evaluation criteria, and the 
calculation of SFT was through the application of a polyno-
mial regression (C) model (Tln1). On the other hand, it was 
also found for the SHBE and CLAH synthetic data sets that 
the fourth and sixth polynomial regression models with Tln2 
were the best fitting models, respectively.

Finally, table 6 shows the SFTs and their uncertainties cal-
culated for each geothermal and synthetic data set, inferred 
by means of the GRM (with Tln). The BHTn from each data 
set are included as additional data with the purpose of demon-
strating that the ideal GRM (with Tln) does not underestimate 
the SFT.

4.5.3. Application of the new method to analyze the thermal 
recovery process of petroleum boreholes. Table 7 presents 
the obtained numerical results for the petroleum data sets 

Figure 12. Integrated numerical simulation used for the regression models applied to the permafrost borehole REINDEER data:  
(A) (79.2 m); (C) (292.6 m); and (E) (597.4 m). BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis:  
(B) (79.2 m); (D) (292.6 m); and (F) (597.4 m).
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USAM (4900 m), COST, MALOOB, PPH-ABA and BECU 
(2700 m). The data group COST consists of three logged 
data sets at different depths and temper ature ranges of ther-
mal recovery. In the petroleum case MALOOB, the data sets 
MALOOB-456 and MALOOB-309D were used, while for 
the case PPH-ABA, the data set Franciacorta (3328 m) was 
used. Figures 9(A), (C) and (E) show the measured BHT data 
from COST (1420 m), COST (3710 m) and COST (4475 m),  

and the obtained results from the numerical simulations. 
 Furthermore, the plots of figures  9(B), (D) and (F) corre-
spond to the graphical representation of the Ext-Abs criterion 
numerical results. Finally, the BHT data from the petroleum 
boreholes USAM, MALOOB, PPH-ABA and BECU, as well 
as the BHT numerical reproduction by means of the GRM 
(Tln) models’ computer simulation and the respective extrap-
olation analysis (Ext-Abs), are shown in figures 10 and 11.

Figure 13. Integrated numerical simulation used for the regression models applied to the permafrost borehole MOKKA data: (A) (30.5 m); 
(C) (106.7 m); and (E) (441.9 m). BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: (B) (30.5 m);  
(D) (106.7 m); and (F) (441.9 m).
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In a general way and in relation to the obtained numerical 
results from the petroleum boreholes COST (1420 m), COST 
(3710 m), COST (4475 m), MALOOB-456, MALOOB-
309D, Franciacorta (3328 m) and BECU (2700 m), the best 
fix models were L(Tln3), Q(Tln3), L(Tln3), Q(Tln2), L(Tln3), 
L(Tln1) and L(Tln2), respectively. In the particular case of the 
data set USAM (table 7 and figure  10), it can be observed 
that there is practically no existence of numerical difference 
between the predictions carried out by the three ‘best’ fix 

models (SI(Tln1), SI(Tln2) and SI(Tln3)), as what happens in 
a lot of geothermal cases.

Table 8 shows a summary of the calculated SFTs and their 
respective uncertainties for each petroleum data set analyzed 
with the selected GRM (Tln) models.

4.5.4. Application of the new method to the analysis of the ther-
mal recovery process of permafrost boreholes. In a similar 
way to the previously described numerical methodology, the 

Figure 14. Integrated numerical simulation used for the regression models applied to the permafrost borehole P-RIVER data:  
(A) (15.24 m); (C) (335.28 m); and (E) (701.04 m). BHTn and numerical approximation plots obtained for the Ext-Abs parameter analysis: 
(B) (15.24 m); (D) (335.28 m); and (F) (701.04 m).

J. Geophys. Eng. 13 (2016) 559

D
ow

nloaded from
 https://academ

ic.oup.com
/jge/article/13/4/559/5111090 by guest on 24 April 2024



O M Espinoza-Ojeda and E Santoyo 

580

permafrost borehole data sets were systematically analyzed 
for reproducing the thermal recovery processes and the deter-
mination of their SFT. Tables 9–11 and figures 12–14 show 
the numerical and graphical results for each data set of the 
permafrost boreholes REINDEER, MOKKA and P-RIVER, 
which received the same treatment of the last examples. The 
three ‘best’ fix models are listed, but for space limitations, 
only some of them are shown in figures  12(A), (C), (E), 
13(A), (C), (E) and 14(A), (C), (E). The graphic amplification 
of the obtained numerical approximations of the GRM (Tln) 
models is shown in figures 12(B), (D), (F), 13(B), (D), (F) and 
14(B), (D), (F). These permafrost exploration boreholes were 
selected to be analyzed due to their different ranges of ‘cold’ 
temperatures, around or less than 0 °C, and depths.

From table  9, only one linear model provided the best 
results in the first case (REINDEER 18.3 m), so this model 

was used to determine the SFT in the corresponding section. 
In the remaining sections  (REINDEER) and the boreholes 
MOKKA (table 10) and P-RIVER (table 11), polynomial 
models were the ‘best’ fix models according to the evaluation 
criteria. In general, relevant discrepancies are not observed 
between the numerical predictions provided with each of the 

Table 9. A summary of the numerical results obtained for the 
application of the new method to the permafrost data borehole 
REINDEER (using as rigorous value %Dev  ⩽  0.001 for the SFT 
numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

REINDEER (18.3 m) (n  =  9, BHTn  =  −7.69 °C)
L (Tln3) 0.944 148 0.233 615 0.021 614 −9.117 11
L (Tln2) 0.929 968 0.292 926 0.005 69 −9.629 47
L (Tln1) 0.895 713 0.436 205 0.025 361 −10.931 07

REINDEER (48.8 m) (n  =  9, BHTn  =  −5.58 °C)
C (Tln3) 0.999 958 0.000 113 0.009 629 −5.664 63
C (Tln2) 0.999 934 0.000 176 0.012 824 −6.026 79
C (Tln1) 0.999 812 0.000 503 0.023 539 −12.4364

REINDEER (79.2 m) (n  =  10, BHTn  =  −5.14 °C)
Q (Tln3) 0.987 126 0.028 617 0.028 054 −5.249 55
L (Tln3) 0.925 19 0.166 289 0.149 964 −6.836 49
L (Tln2) 0.904 862 0.211 473 0.167 925 −7.175 05

REINDEER (140.2 m) (n  =  10, BHTn  =  −4.3 °C)
Q (Tln1) 0.958 276 0.073 738 0.117 861 −5.700 82
Q (Tln3) 0.957 635 0.074 87 0.129 196 −6.192 97
Q (Tln2) 0.956 732 0.076 466 0.12 805 −6.161 24

REINDEER (201.2 m) (n  =  10, BHTn  =  −3.11 °C)
Q (Tln1) 0.997 466 0.001 624 0.000 612 −3.112 16
Q (Tln2) 0.994 872 0.003 288 0.022 786 −3.188 08
Q (Tln3) 0.993 422 0.004 217 0.031 296 −3.258 95

REINDEER (292.6 m) (n  =  10, BHTn  =  −1.28 °C)
C (Tln2) 0.990 826 0.001 329 0.086 32 −1.455 95
C (Tln3) 0.989 779 0.001 481 0.093 912 −1.561 14
Q (Tln3) 0.983 646 0.002 369 0.117 03 −2.204 25

REINDEER (414.5 m) (n  =  10, BHTn  =  1.25 °C)
C (Tln2) 0.999 969 0.000 011 0.001 253 1.215 17
FO (Tln1) 0.999 973 0.000 009 0.016 733 1.194 65
C (Tln1) 0.999 967 0.000 011 0.011 554 −0.785 04

REINDEER (506 m) (n  =  10, BHTn  =  3.49 °C)
FO (Tln1) 0.999 971 0.000 009 0.000 119 3.472 45
C (Tln2) 0.999 967 0.000 01 0.001 036 3.475 19

REINDEER (597.4 m) (n  =  10, BHTn  =  5.97 °C)
C (Tln2) 0.999 853 0.000 038 0.002 746 5.9448
C (Tln3) 0.999 841 0.000 041 0.002 979 5.9529
Q (Tln3) 0.999 835 0.000 043 0.002 297 5.959 66

Table 10. A summary of the numerical results obtained for the 
application of the new method to the permafrost data borehole 
MOKKA (using as rigorous value %Dev  ⩽  0.001 for the SFT 
numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

MOKKA (15.2 m) (n  =  6, BHTn  =  −15.371 °C)
Q (Tln2) 0.998 955 0.015 957 0.006 378 −15.499 38
Q (Tln1) 0.998 944 0.016 138 0.014 344 −15.392 82
L (Tln3) 0.998 929 0.016 363 0.001 092 −15.378 63

MOKKA (30.5 m) (n  =  9, BHTn  =  −15.016 °C)
C (Tln3) 0.992 194 0.053 543 0.006 403 −15.116 95
C (Tln2) 0.992 187 0.053 593 0.006 250 −15.104 76
Q (Tln3) 0.992 186 0.053 596 0.002 711 −15.085 16

MOKKA (45.7 m) (n  =  9, BHTn  =  −14.629 °C)
C (Tln1) 0.998 453 0.006 363 0.005 049 −14.716 63
Q (Tln1) 0.998 269 0.007 118 0.007 963 −14.929 27
C (Tln2) 0.998 257 0.007 169 0.008 639 −14.883 71

MOKKA (61 m) (n  =  7, BHTn  =  −14.304 °C)
C (Tln2) 0.997 490 0.011 827 0.013 306 −14.386 77
Q (Tln1) 0.995 861 0.019 499 0.022 153 −14.558 68
Q (Tln2) 0.994 532 0.025 76 0.026 75 −14.829 09

MOKKA (76.2 m) (n  =  9, BHTn  =  −14.083 °C)
C (Tln2) 0.993 874 0.026 332 0.007 205 −14.126 19
C (Tln3) 0.993 392 0.028 402 0.011 565 −14.191 20
Q (Tln1) 0.992 369 0.032 802 0.018 473 −14.388 44

MOKKA (91.4 m) (n  =  8, BHTn  =  −13.808 °C)
Q (Tln1) 0.996 520 0.018 257 0.013 921 −13.970 35
Q (Tln2) 0.992 879 0.037 363 0.027 100 −14.046 11
Q (Tln3) 0.992 823 0.037 654 0.027 821 −14.083 75

MOKKA (106.7 m) (n  =  9, BHTn  =  −13.265 °C)
C (Tln2) 0.996 978 0.014 221 0.034 122 −13.298 17
C (Tln3) 0.996 577 0.016 105 0.011 845 −13.338 79
Q (Tln1) 0.994 549 0.025 648 0.023 884 −13.610 69

MOKKA (152.4 m) (n  =  7, BHTn  =  −11.277 °C)
C (Tln1) 0.996 042 0.011 100 0.003 741 −11.363 62
C (Tln2) 0.995 957 0.011 338 0.000 530 −11.292 62
C (Tln3) 0.995 937 0.011 394 0.001 889 −11.594 63

MOKKA (198.1 m) (n  =  8, BHTn  =  −9.32 °C)
Q (Tln1) 0.963 645 0.062 832 0.085 784 −9.847 98
Q (Tln3) 0.962 290 0.065 174 0.083 807 −10.054 34
Q (Tln2) 0.960 462 0.068 333 0.086 776 −10.069 75

MOKKA (320 m) (n  =  7, BHTn  =  −6.906 °C)
C (Tln3) 0.997 157 0.001 604 0.016 952 −7.499 04
C (Tln2) 0.996 862 0.001 771 0.019 815 −7.350 62
C (Tln1) 0.994 900 0.002 878 0.030 533 −6.989 53

MOKKA (441.9 m) (n  =  9, BHTn  =  −2.361 °C)
Q (Tln1) 0.943 364 0.012 715 0.019 642 −2.403 88
Q (Tln2) 0.941 163 0.013 210 0.000 115 −2.429 55
Q (Tln3) 0.940 259 0.013 412 0.006 898 −2.460 57
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analyzed models (figures 12, plots (C) and (E); figures  13, 
plots (A), (C) and (E)). Graphic–numerical discrepancies 
in the simulations are easier to detect in figures  12(A) and 
14(A), (C), (E). Nevertheless, in the amplified plots from  
figures 12–14(B), (D) and (F), respectively, the emphasized 
differences between the results of the Ext-Abs criterion to 
each model can be observed; however, some of these results 
are not ‘visible’ in the numerical results of tables 9–11.

As of these last results, finally the SFTs were determined 
to each depth from the exploration permafrost boreholes 
REINDEER, MOKKA and P-RIVER, which are summarized 
in table 12.

After the analysis of all the cases of geothermal, petro-
leum and permafrost application, it is demonstrated that the 
coefficient of determination (R2), the residuals normalized 
(RSSn), and the dimensional parameters of extrapolation and 
simulation convergence (Ext-Abs and %Dev, respectively) 
are fundamental for the evaluation of the regression models 
and log-transformation (Tln) applied together to each data set. 
These parameters are statistical criteria used to define the best 
fix model that describes the behavior of the BHT and shut-in 
time. This process has allowed us to indicate that each evalu-
ation criterion is complementary to the others, a requirement 
that guarantees the effectiveness and reliability of the choice 
of the best models that will represent the analyzed temper-
ature data sets with the new method.

After analyzing the results related to the best R2, the lower 
residuals, and the most accurate numerical extrapolation and 
simulation (tables 2–5, 7 and 9–11), it is inferred system-
atically that the best fix models used together with the Tln 
of shut-in time were given by the achieved predictions with 
the polynomial models (e.g. Q(Tln1), Q(Tln2), Q(Tln3), …, 
EI(Tln1), EI(Tln2), EI(Tln3)). On and after the analysis of 17 
geothermal temperature data sets, 8 were described through 
linear models (40%), while the remaining percentage were 
better analyzed by polynomial models (60%). In the eight 
petroleum cases, five were better represented by linear models 
(63%), than by the difference obtained with polynomial 
models (37%). Finally, in the analysis of the permafrost bore-
hole data, only 1 of the 34 data sets was described by a linear 
model (3%) and the 97% were obtained successfully by poly-
nomial models. In this way, and by doing a global analysis, it 
was found that from the 62 analyzed cases of thermal recovery, 
only 17 were described by linear models (27%) whereas 45 
cases were better represented with non-linear models.

Table 11. A summary of the numerical results obtained for the 
application of the new method to the permafrost data borehole 
P-RIVER (using as rigorous value %Dev  ⩽  0.001 for the SFT 
numerical prediction).

Model R2 RSSn Ext-Abs SFT (°C)

P-RIVER (15.24 m) (n  =  9, BHTn  =  −9.369 °C)
C (Tln3) 0.977 025 0.163 278 0.295 452 −9.577 25
Q (Tln3) 0.957 816 0.299 796 0.222 731 −11.302 70
Q (Tln2) 0.957 187 0.304 265 0.301 706 −10.941 26

P-RIVER (30.48 m) (n  =  9, BHTn  =  −9.167 °C)
FO (Tln3) 0.989 711 0.078 599 0.385 402 −9.257 49
FO (Tln2) 0.988 417 0.088 491 0.424 543 −9.234 46
Q (Tln3) 0.942 530 0.439 038 1.296 310 −11.666 43

P-RIVER (45.72 m) (n  =  9, BHTn  =  −9.052 °C)
FO (Tln3) 0.988 655 0.090 420 76.752 338 −9.426 17
FO (Tln2) 0.986 400 0.108 393 254.789 827 −13.156 41
Q (Tln1) 0.946 489 0.426 489 20.487 645 −9.360 02

P-RIVER (60.96 m) (n  =  9, BHTn  =  −8.957 °C)
FO (Tln3) 0.991 309 0.061 889 45.148 756 −9.234 93
FO (Tln2) 0.989 991 0.071 274 131.669 369 −10.927 99
Q (Tln3) 0.954 231 0.325 926 5.310 914 −11.086 51

P-RIVER (91.44 m) (n  =  9, BHTn  =  −8.771 °C)
FO (Tln3) 0.988 684 0.087 261 53.101 663 −9.513 73
FO (Tln2) 0.986 072 0.107 401 169.442 480 −15.726 59
Q (Tln1) 0.931 838 0.525 597 25.027 252 −9.132 18

P-RIVER (152.4 m) (n  =  9, BHTn  =  −8.124 °C)
C (Tln3) 0.978 598 0.157 363 16.835 435 −8.703 13
Q (Tln3) 0.944 509 0.408 021 8.286 078 −11.536 75
Q (Tln1) 0.908 429 0.673 308 75.034 554 −10.257 37

P-RIVER (304.81 m) (n  =  5, BHTn  =  −5.462 °C)
Q (Tln2) 0.982 172 0.083 204 21.286 175 −8.537 79
Q (Tln3) 0.959 846 0.187 405 18.710 074 −7.019 35
L (Tln1) 0.959 032 0.191 202 6.580 069 −8.195 71

P-RIVER (335.28 m) (n  =  5, BHTn  =  −4.935 °C)
Q (Tln2) 0.979 947 0.080 370 20.546 817 −7.632 48
L (Tln1) 0.967 906 0.128 630 3.930 330 −7.546 67
Q (Tln3) 0.958 627 0.165 820 16.542 837 −6.321 09

P-RIVER (396.24 m) (n  =  9, BHTn  =  −4.039 °C)
FO (Tln3) 0.984 232 0.031 941 50.830 807 −4.241 41
C (Tln3) 0.967 932 0.064 958 8.825 567 −6.880 25
C (Tln2) 0.960 977 0.079 048 30.572 812 −7.626 70

P-RIVER (579.12 m) (n  =  9, BHTn  =  −0.778 °C)
FO (Tln3) 0.998 885 0.000 985 0.866 575 −1.435 53
FO (Tln2) 0.998 834 0.001 030 2.153 146 −1.191 09
C (Tln2) 0.998 718 0.001 132 0.083 099 −1.876 62

P-RIVER (609.6 m) (n  =  9, BHTn  =  −0.195 °C)
Q (Tln3) 0.909 995 0.090 411 2.007 245 −1.796 72
Q (Tln1) 0.878 840 0.121 707 11.443 311 −0.663 68
Q (Tln2) 0.865 085 0.135 524 4.941 936 −2.029 43

P-RIVER (640.08 m) (n  =  9, BHTn  =  0.761 °C)
Q (Tln1) 0.971 860 0.095 737 6.078 248 0.520 04
Q (Tln3) 0.964 014 0.122 429 2.139 353 −1.579 50
Q (Tln2) 0.952 984 0.159 955 4.881 918 −1.695 50

P-RIVER (670.56 m) (n  =  5, BHTn  =  1.664 °C)
Q (Tln2) 0.990 178 0.062 682 2.121 075 −0.018 68
Q (Tln3) 0.989 466 0.067 225 1.458 316 −0.235 47
L (Tln3) 0.975 693 0.155 114 0.597 726 1.142 11

P-RIVER (701.04 m) (n  =  8, BHTn  =  2.885 °C)
C (Tln3) 0.992 035 0.288 610 0.414 031 2.857 82
Q (Tln3) 0.975 785 0.109 671 1.822 725 −0.060 16
Q (Tln2) 0.975 421 0.111 319 3.046 635 1.190 55

Table 11. (Continued )

Model R2 RSSn Ext-Abs SFT (°C)

(Continued )
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Therefore, it is concluded that the processes of thermal 
recovery exhibited by most of the borehole and synthetic temper-
ature data sets are better described by polynomial models. It was 
found that the larger the number of measurements, the higher 
the order of the polynomial that will describe this physical 
phenomenon. In fact, these observations are in agreement with 
some of the results shown in early works, which mention that the 
analysis of the thermal recovery process of drilled boreholes and 
consequently the most reliable estimation of SFT are achieved 
by means of the use of polynomial regression (quadratic) that 
must be applied in some analytical methods (e.g. Andaverde 
et al 2005 and Espinoza-Ojeda et al 2011).

Finally, an important observation was given in the numer ical 
simulation of the fix model GRM (Tln) for the estimation of 
SFT. It was found that the application of %Dev  ⩽  0.01 (0.01; 
0.001; …), as a convergence criterion in the numerical simula-
tion of the fix models, was very suitable and satisfactory for the 

cases of boreholes with temperatures higher than 100 °C (e.g. 
the synthetic data set CLAH). However, in the case of medium 
or low BHT (BHT  ⩽  100 °C; e.g. the synth etic data sets CJON 
and SHBE), the value was not enough; therefore, it suggests that 
we define this parameter with a low value due to the orders of 
magnitude from the borehole temper atures (e.g. %Dev  ⩽  0.001).

4.6. Accuracy analysis between the estimated SFTs

In this last section, an analysis of the synthetic temperature 
data was conducted where the SFT obtained by the log-trans-
formation (Tln) method was compared with the TFT reported 
in the synthetic data. So, with this purpose, the synthetic data 
CJON, SHBE and CLAH were used; the obtained results with 
the new method were then compared with the estimated SFT 
by the analytical methods using their approximate solutions 
with OLS and QR models. In the accuracy evaluation, the 

Table 12. Summary of the obtained SFT for the permafrost borehole data sets REINDEER, MOKKA, and P-RIVER, by the application of 
the Tln method.

Data sets BHTn (°C) Model Tln SFT (°C)

Permafrost borehole:
REINDEER (18.3 m) −7.69 L (Tln3) −9.12  ±  0.01
REINDEER (48.8 m) −5.58 C (Tln3) −5.67  ±  0.01
REINDEER (79.2 m) −5.14 Q (Tln3) −5.25  ±  0.01
REINDEER (140.2 m) −4.3 Q (Tln1) −5.70  ±  0.01
REINDEER (201.2 m) −3.11 Q (Tln1) −3.112  ±  0.003
REINDEER (292.6 m) −1.28 C (Tln2) −1.456  ±  0.001
REINDEER (414.5 m) 1.25 C (Tln2) 1.215  ±  0.001
REINDEER (506 m) 3.49 FO (Tln1) 3.472  ±  0.003
REINDEER (597.4 m) 5.97 C (Tln2) 5.95  ±  0.01
MOKKA (15.2 m) −15.371 Q (Tln2) −15.50  ±  0.01
MOKKA (30.5 m) −15.016 C (Tln3) −15.117  ±  0.002
MOKKA (45.7 m) −14.629 C (Tln1) −14.717  ±  0.002
MOKKA (61 m) −14.304 C (Tln2) −14.387  ±  0.001
MOKKA (76.2 m) −14.083 C (Tln2) −14.126  ±  0.001
MOKKA (91.4 m) −13.808 Q (Tln1) −13.970  ±  0.001
MOKKA (106.7 m) −13.265 C (Tln2) −13.2982  ±  0.0001
MOKKA (152.4 m) −11.277 C (Tln1) −11.36  ±  0.01
MOKKA (198.1 m) −9.32 Q (Tln1) −9.85  ±  0.01
MOKKA (320 m) −6.906 C (Tln3) −7.50  ±  0.01
MOKKA (441.9 m) −2.361 Q (Tln1) −2.404  ±  0.001
P-RIVER (15.24 m) −9.369 C (Tln3) −9.58  ±  0.01
P-RIVER (30.48 m) −9.167 FO (Tln3) −9.2575  ±  0.0001
P-RIVER (45.72 m) −9.052 FO (Tln3) −9.43  ±  0.01
P-RIVER (60.96 m) −8.957 FO (Tln3) −9.2349  ±  0.0001
P-RIVER (91.44 m) −8.771 FO (Tln3) −9.51  ±  0.01
P-RIVER (152.4 m) −8.124 C (Tln3) −8.7031  ±  0.0001
P-RIVER (304.81 m) −5.462 Q (Tln2) −8.5378  ±  0.0001
P-RIVER (335.28 m) −4.935 Q (Tln2) −7.6325  ±  0.0001
P-RIVER (396.24 m) −4.039 FO (Tln3) −4.241  ±  0.004
P-RIVER (579.12 m) −0.778 FO (Tln3) −1.436  ±  0.001
P-RIVER (609.6 m) −0.195 Q (Tln3) −1.797  ±  0.002
P-RIVER (640.08 m) 0.761 Q (Tln1) 0.520  ±  0.001
P-RIVER (670.56 m) 1.664 Q (Tln2) −0.018 68  ±  0.000 02
P-RIVER (701.04 m) 2.885 C (Tln3) 2.8578  ±  0.0003
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following statistical tests were applied: (i) the error percentage 
(%Error) between the estimated SFT and the TFT; and (ii) the 
statistical tests F- and Student’s t- for significance analysis 
between the calculated SFT and TFT. The accuracy analysis 
results are shown in figure 15. The comparison between the 

estimated SFT and TFT through the error percentage (%Error) 
is shown in figures 15(A)–(C), while the results of the F- and  
Student’s t-tests are displayed in figures 15(D)–(F). In both 
figures, the new method results are represented by an empty 
triangle symbol, while the uncertainties are shown with error 

Figure 15. Results of the error percentage (%Error) between the estimated SFT (predicted with the log-transformation (Tln) method) and 
the approximate solutions of other analytical methods (using the OLS and QR models), and the TFT reported for synthetic data sets ((A): 
CJON; (B): SHBE; and (C): CLAH). Results of the accuracy evaluation between the SFT from the Tln method and the analytical methods 
(approximate solutions: OLS and QR), using as reference data the TFT (dashed line): (D) CJON; (E) SHBE; and (F) CLAH. The SFT 
uncertainties are indicated as error bars.
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bars (see figures  15(D)–(F)). As a reference the calculated 
SFTs by the analytical methods are included.

After analyzing the global results of these tests, it was 
found that only in the case of CLAH (see figures 15(C) and 
(F)) did the new method provide a most suitable estimation 
with a lower error percentage of 0.36%. The SFT estimated 
with the new method (SFT  =  120  ±  1 °C: SI(Tln2)) was 
compared with the reported TFT (120 °C) through the F- 
and Student’s t-tests. The obtained results from this analysis 
do not show such significant differences that make the null 
hypothesis (H0) acceptable. The deviation percentages found 

by the GRM (Tln) models (figures 15(A) and (B)) are inside 
of the  ±3% of the average deviation.

In the case of the data set CJON (TFT  =  20.25 °C; 
SFT  =  19.7  ±  0.2 °C: C(Tln1)), the new method provides 
predictions with the highest average error of 2.9%, when it is 
compared with the TFT (figure 15(A)), while with the SHBE 
(TFT  =  80 °C; SFT  =  78  ±  1 °C: FO(Tln2)), the comparison 
error with the TFT was 2.3% (figure 15(B)). Also, it can be 
observed that lower error percentages (between  −3.1% and 
2.5%) were obtained for the data set CLAH (figure 15(C)), 
while the highest values (between  −10% and 8%) were reached 

Table 19. SFT (°C) calculated by the Tln method, and the average SFT by the use of the OLS and QR models for the approximate 
solutions of eight analytical methods (BM, HKM, HM, KEM, LM, LMM, MM and SRM), using BHT and shut-in time data logged  
in geothermal boreholes, and the synthetic data sets CJON, SHBE and CLAH. Outliners indicated by ‘a’ and ‘b’, see footnote.

Data sets

Analytical methods Empirical method

OLS QR Tln

CH-A4 (BHTn  =  169 °C) 157  ±  9 170  ±  7a 181  ±  2
CH-A9 (BHTn  =  138 °C) 131  ±  5 137.4  ±  3.7a 148  ±  1
CH-A11 (BHTn  =  145 °C) 136  ±  5 145  ±  5a 159  ±  2
MXCO1 (BHTn  =  247.7 °C) 254  ±  5a 276  ±  8a 263  ±  3
MXCO2 (BHTn  =  247.1 °C) 251  ±  5a 275  ±  9a 262  ±  3
ITAL (BHTn  =  118.7 °C) 129  ±  7 130.8  ±  4.3a 120  ±  1
PHIL (BHTn  =  146 °C) 178.9  ±  21.9 212.6  ±  32.2 158  ±  2
JAPN (BHTn  =  170.9 °C) 167  ±  7a 184.1  ±  15.6 176  ±  2
CB-1 (994 m, BHTn  =  52.3 °C) 53.5  ±  0.7 55  ±  1a 58  ±  1
CB-1 (1494 m, BHTn  =  65.8 °C) 71.9  ±  2.8 75.4  ±  4.0 79  ±  1
CB-1 (1987 m, BHTn  =  90 °C) 93.57  ±  2.52 98.6  ±  4.4 98  ±  1
CB-1 (2583 m, BHTn  =  102.7 °C) 107.9  ±  4.0 118.0  ±  3.2a 108  ±  1
R #9-1 (BHTn  =  170 °C) 200.4  ±  12.3 169.9  ±  13.2a 173  ±  2
SGIL (BHTn  =  96.13 °C) 100.8  ±  4.2 100.1  ±  1.9 102  ±  1
ROUX (BHTn  =  155.56 °C) 187.0  ±  11.7 117.5  ±  36.2 180  ±  2
KELLEY (BHTn  =  94.44 °C) 106.7  ±  6.1 120.6  ±  12.8 112  ±  1
GT-2 (1595 m, BHTn  =  123.817 °C) 126.23  ±  1.78 125  ±  1 124  ±  1
CJON (TEFV  =  20.25 °C) 20.88  ±  1.03 20.08  ±  0.21a 19.7  ±  0.2
SHBE (TEFV  =  80 °C) 77.2  ±  3.0 80.04  ±  3.32 78  ±  1
CLAH (TEFV  =  120 °C) 121.15  ±  3.12 123.50  ±  3.88 120  ±  1

a SFT (SRM) outlier.
b SFT (HKM) outlier.

Table 20. SFT (°C) calculated by the Tln method, and the average SFT by the use of the OLS and QR models for the approximate 
solutions of eight analytical methods (BM, HKM, HM, KEM, LM, LMM, MM and SRM), using BHT and shut-in time data logged  
in petroleum boreholes. Outliners indicated by ‘a’, described in footnote.

Data sets

Analytical methods Empirical method

OLS QR Tln

COST (1420 m, BHTn  =  56.11 °C) 59.8  ±  0.7 54.14  ±  1.38 61  ±  1
COST (3710 m, BHTn  =  150 °C) 157  ±  6 156.31  ±  3.39a 166  ±  2
COST (4475 m, BHTn  =  174.44 °C) 186  ±  5 178.95  ±  1.40 188  ±  2
USAM (BHTn  =  147.27 °C) 146  ±  1a 146.6  ±  0.9 149.2  ±  0.2
MALOOB—309D (BHTn  =  118 °C) 113.8  ±  0a 132  ±  0a 127  ±  1
MALOOB—456 (BHTn  =  127 °C) 119  ±  0a 142  ±  0a 136  ±  1
Franciacorta (3328 m, BHTn  =  92 °C) 93.81  ±  1.36 95  ±  1a 101  ±  1
BECU (BHTn  =  72 °C) 81  ±  5 95.1  ±  11.6 86  ±  1

a SFT (SRM) outlier.

J. Geophys. Eng. 13 (2016) 559

D
ow

nloaded from
 https://academ

ic.oup.com
/jge/article/13/4/559/5111090 by guest on 24 April 2024



O M Espinoza-Ojeda and E Santoyo 

591

for SHBE (figure 15(B)). Finally, the results of significance tests 
of the data sets CJON and SHBE applied to the SFT estimations 
and TFT (figures 15(D) and (E)) do not show significant differ-
ences with a 95% confidence analysis. These results are in total 
agreement with the results shown in figures 15(A)–(C).

4.7. Comparative analysis between the estimated SFTs

Tables 13 and 14 report the SFT estimated by the log-transfor-
mation (Tln) method for the geothermal data sets, including the 
determined ones by the application of eight analytical methods 
with OLS and QR regression models. These tables were cre-
ated with the purpose of emphasizing that, systematically, the 

analytical methods have a tendency to underestimate the SFT 
mainly when the OLS model is used. With this purpose in 
mind, the value of BHTn was used as reference data to deter-
mine which analytical method and regression model under-
estimate the SFT. Theoretically, it is expected that for each 
BHT, the estimated SFT would not be less than the BHTn 
data. This condition is clearly surpassed by the new method 
Tln, which seems to correct the obtained underestimations by 
some analytical methods commonly employed in geothermal, 
petroleum and permafrost applications. In fact, from the 314 
geothermal SFT estimations (analytical methods) reported 
in tables 13 and 14, it was found that at least 76 estimations 
underestimate the SFT (25%).

Table 21. SFT (°C) calculated by the Tln method, and the average SFT by the use of the OLS and QR models for the approximate 
solutions of seven analytical methods (BM, HM, KEM, LM, LMM, MM and SRM), using BHT and shut-in time data logged in the 
permafrost boreholes REINDEER, MOKKA and P-RIVER.  Outliners indicated by ‘a’, ‘b’, ‘c’ and ‘d’, see footnote.

Data sets

Analytical methods Empirical method

OLS QR Tln

REINDEER (18.3 m, BHTn  =  −7.69 °C) −7.12  ±  0.34a −7.3  ±  0.1a −9.117  ±  0.01
REINDEER (48.8 m, BHTn  =  −5.58 °C) −5.93  ±  0.25a −5.73  ±  0.02a −5.67  ±  0.01
REINDEER (79.2 m, BHTn  =  −5.14 °C) −5.43  ±  0.29a −5.65  ±  0.16c −5.250  ±  0.01
REINDEER (140.2 m, BHTn  =  −4.3 °C) −4.3  ±  0.5 −5.02  ±  0.17a −5.701  ±  0.01
REINDEER (201.2 m, BHTn  =  −3.11 °C) −3.25  ±  0.33 −3.36  ±  0.04a −3.112  ±  0.003
REINDEER (292.6 m, BHTn  =  −1.28 °C) −1.1  ±  0.1a −1.4  ±  0.1a −1.456  ±  0.001
REINDEER (414.5 m, BHTn  =  1.25 °C) 1.19  ±  0.12a 1.12  ±  0.01d 1.215  ±  0.001
REINDEER (506 m, BHTn  =  3.49 °C) 3.4  ±  0.1a 3.38  ±  0.01d 3.472  ±  0.003
REINDEER (597.4 m, BHTn  =  5.97 °C) 5.85  ±  0.20 5.9  ±  0.1a 5.945  ±  0.01
MOKKA (18.3 m, BHTn  =  −15.371 °C) −15.3  ±  0.3 −15.7  ±  0.3a −15.50  ±  0.01
MOKKA (30.5 m, BHTn  =  −15.016 °C) −14.6  ±  0.3 −15.0  ±  0.3 −15.117  ±  0.002
MOKKA (45.7 m, BHTn  =  −14.629 °C) −14.3  ±  0.3 −14.7  ±  0.3a −14.717  ±  0.002
MOKKA (61 m, BHTn  =  −14.304 °C) −14.1  ±  0.3 −14.6  ±  0.3a −14.387  ±  0.001
MOKKA (76.2 m, BHTn  =  −14.083 °C) −13.9  ±  0.3 −14.3  ±  0.3a −14.126  ±  0.001
MOKKA (91.4 m, BHTn  =  −13.808 °C) −13.68  ±  0.24 −14.03  ±  0.25a −13.970  ±  0.001
MOKKA (106.7 m, BHTn  =  −13.265 °C) −13.1  ±  0.3 −13.5  ±  0.3a −13.2982  ±  0.0001
MOKKA (152.4 m, BHTn  =  −11.277 °C) −11.0  ±  0.2 −11.31  ±  0.22a −11.36  ±  0.01
MOKKA (198.1 m, BHTn  =  −7.895 °C) −9.25  ±  0.14 −9.4  ±  0.3d −9.85  ±  0.01
MOKKA (320 m, BHTn  =  −6.906 °C) −6.1  ±  0.3b −7.22  ±  0.42a −7.50  ±  0.01
MOKKA (441.9 m, BHTn  =  −2.361 °C) −1.83  ±  0.17b −2.5  ±  0.2 −2.404  ±  0.001
P-RIVER (15.24 m, BHTn  =  −9.369 °C) −9.3  ±  1.1 −10  ±  1a −9.58  ±  0.01
P-RIVER (30.48 m, BHTn  =  −9.167 °C) −9  ±  1 −10  ±  1 −9.2575  ±  0.0001
P-RIVER (45.72 m, BHTn  =  −9.052 °C) −9  ±  1 −10  ±  1 −9.43  ±  0.01
P-RIVER (60.96 m, BHTn  =  −8.957 °C) −9  ±  1 −10  ±  1 −9.2349  ±  0.0001
P-RIVER (91.44 m, BHTn  =  −8.771 °C) −8.5  ±  1.1 −10  ±  1 −9.51  ±  0.01
P-RIVER (152.4 m, BHTn  =  −8.124 °C) −7  ±  1 −8.8  ±  1.1 −8.7031  ±  0.0001
P-RIVER (304.81 m, BHTn  =  −5.462 °C) −4  ±  1 −5  ±  1 −8.5378  ±  0.0001
P-RIVER (335.28 m, BHTn  =  −4.935 °C) −3  ±  1 −5  ±  1 −7.6325  ±  0.0001
P-RIVER (396.24 m, BHTn  =  −4.039 °C) −3  ±  1 −4  ±  1 −4.241  ±  0.004
P-RIVER (579.12 m, BHTn  =  −0.778 °C) −1.0  ±  0.3 −0.58  ±  0.21b −1.436  ±  0.001
P-RIVER (609.6 m, BHTn  =  −0.195 °C) 0.03  ±  0.39 −0.57  ±  0.35 −1.797  ±  0.002
P  −  RIVER (640.08 m, BHTn  =  0.761 °C) 1  ±  1 1  ±  1 0.520  ±  0.001
P-RIVER (670.56 m, BHTn  =  1.664 °C) 2  ±  1 1.6  ±  0.3 −0.018 68  ±  0.000 02
P-RIVER (701.04 m, BHTn  =  2.885 °C) 3  ±  1 2.7  ±  0.4 2.8578  ±  0.0003

a SFT (SRM) outlier.
b SFT (MM) outli er.
c SFT (LMM, MM and SRM) outlier.
d SFT (MM and SRM) outlier.
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In the case of the analyzed petroleum boreholes (table 15), 
it was found that from the 120 SFT estimations obtained by 
classical analytical methods, 34 estimations, 28%, clearly 
underestimate the SFT.

Finally, the estimated SFTs for the permafrost cases are 
reported in tables 16–18. In this application three exploration 
permafrost borehole (REINDEER, MOKKA, and P-RIVER) 
data sets were used, to which applying the HKM analytical 
method was not possible due to the own restrictions of the 
method and specifically, when the recovery time was longer 
(Δt  >  100 h). Therefore, in these examples 470 SFT estima-
tions were obtained by the analytical methods using OLS 
and QR models. In this kind of application, theoretically it is 
expected that the calculated SFT will be ‘lower’ than BHTn, 
in relation to an analysis of the shown results (tables 16–18). 
It was found that approximately 43% of the estimations did 
not ‘obey’ this assumption. Systematically, the OLS model 
did not achieve such condition, and in some cases neither did 
the QR model.

Unfortunately, the observations mentioned earlier have 
not been validated due to the limited availability of informa-
tion from the analyzed boreholes, and fundamentally, due to 
the fact that the accuracy and precision of the field measured 
data are unknown unlike those of the TFT synthetic data sets. 
These observations are based on the experience of working 
on this problem and international literature that fits in with 
the supposition (e.g. Dowdle and Cobb 1975, Deming 1989, 
Andaverde et al 2005). In the case of geothermal or petroleum 
boreholes that have presented problems of lost circulation 
during their drilling, it would be expected that the estimated 
SFT would not be less than the BHTn at the particular depth 
where the data set is logged.

After completing the first comparative analysis between 
the calculated SFT by means of eight analytical methods 
and that corresponding to the new method Tln (tables 
13–18), we proceeded to calculate the mean SFT from the 
analytical methods through the free software DODESYS 
(Verma et al 2008). Next, ‘outlier’ data using univariate data 
tests (Verma 2005) were identified and rejected statistically 
under the supposition that the SFT estimations calculated 
by the analytical methods obeyed a normal distribution. In 
tables 19–21 the numerical results for the average SFT are 
summarized, calculated through the analytical methods and 
the new method using the geothermal, petroleum and per-
mafrost borehole data sets. In these tables, the acronyms 
OLS and QR were used to indicate the average SFT calcu-
lated by the analytical methods using the OLS and QR algo-
rithms, respectively. The data marked with the superscript 
(a)–(d) indicate the ‘outlier’ data for the estimated SFT by 
the methods SRM and HKM and the groups of methods 
LMM–MM–SRM and MM–SRM, respectively. From this 
information we can infer that the SRM prediction provides, 
almost systematically, ‘outlier’ data values in the SFT esti-
mations. In the geothermal applications (table 19), nine 
SFT estimations (22%) are underestimated according to the 
BHTn data reference; from the petroleum cases five average 
SFTs (31%) are noted as underestimated; and finally, for the 
permafrost analysis, twenty-two average SFTs (44%) can be 

taken as underestimated in comparison to the data reference 
BHTn.

Finally, to determine if significant differences exist between 
the average SFT from the analytical methods and the SFT 
calculated by the new method, F- and Student’s t-tests were 
applied. The obtained results from this analysis are reported 
in tables  22–24, where Tln–OLS and Tln–QR indicate the 
statistical comparison between the SFT estimated by the new 
method and the average SFT from the analytical methods. H0 
and H1 indicate in which cases significant differences between 
the SFTs exist or not. In table 22, it can be observed that from 
the 40 SFT estimations associated with geothermal boreholes, 

Table 22. Obtained results from the F-test and Student’s t-test between 
the comparison of the SFT calculated by the new method (Tln) and the 
average SFT from the analytical methods, using geothermal borehole 
data, and the synthetic data CJON, SHBE and CLAH.

Data sets

Methods

Tln-OLS Tln-QR

Geothermal boreholes:
CH-A4 H1 H0

CH-A9 H1 H1

CH-A11 H1 H1

MXCO1 H0 H0

MXCO2 H0 H0

ITAL H0 H0

PHIL H0 H0

JAPN H0 H0

CB-1 (994 m) H1 H0

CB-1 (1494 m) H0 H0

CB-1 (1987 m) H0 H0

CB-1 (2583 m) H0 H1

R #9-1 H0 H0

SGIL H0 H0

ROUX H0 H0

KELLEY H0 H0

GT-2 (1595 m) H0 H0

Synthetic data:

CJON H0 H0

SHBE H0 H0

CLAH H0 H0

Table 23. Obtained results from the F-test and Student’s t-test 
between the comparison of the SFT calculated by the new method 
(Tln) and the average SFT from the analytical methods, using 
petroleum borehole data sets.

Data sets

Methods

Tln-OLS Tln-QR

USAM H1 H1

COST (1420 m) H0 H1

COST (3710 m) H0 H1

COST (4475 m) H0 H1

MALOOB—456 H1 H1

MALOOB—309D H1 H1

Franciacorta (3328 m) H1 H1

BECU H0 H0
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seven significant differences were obtained (≈18%). From 
the petroleum application (table 23), the comparative analysis 
showed 69% with significant differences. Finally, in the case of 
the permafrost boreholes, 41% of the statistical compariso ns 
showed significant differences (table 24).

From the global comparison analysis for all the temper-
ature data sets, we can conclude that 35% from the 904 SFT 
estimations (tables 13–18) and 36% from 124 of the average 
SFTs (tables 19–21) were underestimated, and finally, the sig-
nificant differences between the average SFT by the analytical 
methods and the SFT calculated by the Tln method are rep-
resented by 37% which represents 46 of the 124 estimations.

5. Conclusions

A new practical method based on logarithmic transformation 
regressions was successfully developed for the determination 

of the SFTs of geothermal, petroleum and permafrost bore-
holes. The new method involved the application of multiple 
linear and polynomial (from quadratic to eight-order) regres-
sion models to BHT and log-transformation (Tln) shut-in 
times. The best regression model was used for reproducing 
the asymptotic thermal recovery process of the boreholes with 
accuracy, and later used for the reliable determination of the 
SFT.

A geochemometric evaluation methodology was applied 
for demonstrating the efficiency and prediction capability 
of the new log-transformation method. Four statistical para-
meters (R2, RSSn, Ext-Abs and %Dev) were successfully 
applied for the evaluation of the linear and non-linear regres-
sion models.

It was found that the temperature measurements and the 
shut-in times corrected by the log-transformation (Tln) were 
mostly better reproduced through non-linear regression models 
(e.g. Q(Tln1), Q(Tln2), Q(Tln3),…, EI(Tln1), EI(Tln2), 
EI(Tln3)). Nevertheless, in some particular cases where the 
thermal recovery shows quasi-linear tendencies, the linear 
regression models with Tln appeared as the best fitting tool.

All these assertions were supported based on the results of 
the ‘best’ coefficients to determine the regression models (R2), 
lower residuals (RSSn), numerical extrapolation (Ext-Abs) 
and more accurate simulations given by the evaluation para-
meter %Dev.

It is important to emphasize that in the geothermal or petro-
leum borehole analysis, the definition criterion of the conv-
ergence parameter for the new method was %Dev  ⩽  0.01 for 
temperature data sets above 100 °C, whereas for temperatures 
in the interval 10  ⩽  BHT (°C)  ⩽  100, a value of %Dev  ⩽  0.001 
was adopted. In the case of permafrost systems, the parameter 
%Dev  ⩽  0.001.

As part of the new numerical methodology developed, it 
was also found that the availability of data sets with a high 
number of measurements (n  >  10) provides the possibility to 
obtain a major number of regression models (GRM (Tln)) for 
a much better analysis, which will provide the most reliable 
SFT estimations. It is important to note that the number and 
the quality of the measured data also play an important role 
for a more efficient application of the new method.

According to the accuracy analysis, it was demonstrated 
that the SFT predictions from the new developed method pre-
sent average deviations less than 3%.

The difficulties that prevent an integral evaluation and a 
better selection of analytical and empirical methods are basi-
cally due to the following factors: (i) the limited number of 
BHT measurements gathered in the different applications (in 
order to be highly desirable there must be at least 30 meas-
urements, a situation that can be viably reached with current 
measuring technology, such as optical or digital fiber); (ii) the 
limited number of synthetic data sets of different temperature 
ranges, whether high, medium or low, and knowledge of their 
TFT for a more accurate analysis; and (iii) reassessment of 
some of the physical—conceptual—and mathematical models 
of simplified analytical methods due to the presence of com-
plex heat transfer phenomena that form part of these thermal 
disturbance processes.

Table 24. Obtained results from the F-test and Student’s t-test 
between the comparison of the SFT calculated by the new method 
(Tln) and the average SFT from the analytical methods, using BHT 
and shut-in time logged in the permafrost boreholes REINDEER, 
MOKKA and P-RIVER.

Data sets

Methods

Tln-OLS Tln-QR

REINDEER (18.3 m) H1 H1

REINDEER (48.8 m) H0 H1

REINDEER (79.2 m) H0 H0

REINDEER (140.2 m) H1 H1

REINDEER (201.2 m) H0 H1

REINDEER (292.6 m) H1 H0

REINDEER (414.5 m) H0 H1

REINDEER (506 m) H0 H1

REINDEER (597.4 m) H0 H0

MOKKA (18.3 m) H0 H0

MOKKA (30.5 m) H1 H0

MOKKA (45.7 m) H1 H0

MOKKA (61 m) H0 H0

MOKKA (76.2 m) H0 H0

MOKKA (91.4 m) H1 H0

MOKKA (106.7 m) H0 H0

MOKKA (152.4 m) H1 H0

MOKKA (198.1 m) H1 H1

MOKKA (320 m) H1 H0

MOKKA (441.9 m) H1 H0

P-RIVER (15.24 m) H0 H0

P-RIVER (30.48 m) H0 H0

P-RIVER (45.72 m) H0 H0

P-RIVER (60.96 m) H0 H0

P-RIVER (91.44 m) H0 H0

P-RIVER (152.4 m) H0 H0

P-RIVER (304.81 m) H1 H1

P-RIVER (335.28 m) H1 H1

P-RIVER (396.24 m) H1 H0

P-RIVER (579.12 m) H1 H1

P-RIVER (609.6 m) H1 H1

P-RIVER (640.08 m) H0 H0

P-RIVER (670.56 m) H1 H1

P-RIVER (701.04 m) H0 H0
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Inside this context of difficulties and limitations, the Tln 
method offers several technical and practical advantages over 
the existing analytical methods, among which the following 
stand out: (i) knowledge of circulation time is not required, as 
it is a physical parameter that is very hard to determine with 
high precision and accuracy under field conditions; (ii) nei-
ther are the thermophysical and transport property data from 
the formation, cementation, mud and drilling tubing required; 
and (iii) the input data on the BHT and thermal recovery time 
(shut-in time) measurements are also required.

Finally, we can also conclude that the newly developed empir-
ical method (Tln) for SFT calculation in geo-systems achieves 
the expected theoretical conditions and results, and that it makes 
for a practical, useful and effective tool to use in these kinds of 
tasks. Also it can have additional applications in the development 
and calibration of numerical simulators to reproduce the thermal 
histories of boreholes and/or the surrounding formations.
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