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ABSTRACT
The periphery of the Small Magellanic Cloud (SMC) can unlock important information regarding galaxy formation and
evolution in interacting systems. Here, we present a detailed study of the extended stellar structure of the SMC using deep
colour–magnitude diagrams, obtained as part of the Survey of the MAgellanic Stellar History (SMASH). Special care was taken
in the decontamination of our data from Milky Way (MW) foreground stars, including from foreground globular clusters NGC
362 and 47 Tuc. We derived the SMC surface brightness using a ‘conservative’ approach from which we calculated the general
parameters of the SMC, finding a staggered surface brightness profile. We also traced the fainter outskirts by constructing a
stellar density profile. This approach, based on stellar counts of the oldest main-sequence turn-off stars, uncovered a tidally
disrupted stellar feature that reaches as far out as 12 deg from the SMC centre. We also serendipitously found a faint feature of
unknown origin located at ∼14 deg from the centre of the SMC and that we tentatively associated with a more distant structure.
We compared our results to in-house simulations of a 1 × 109 M� SMC, finding that its elliptical shape can be explained by
its tidal disruption under the combined presence of the MW and the Large Magellanic Cloud. Finally, we found that the older
stellar populations show a smooth profile while the younger component presents a jump in the density followed by a flat profile,
confirming the heavily disturbed nature of the SMC.

Key words: techniques: photometric – galaxies: dwarf – galaxies: interactions – galaxies: structure – Hertzsprung–Russell and
colour–magnitude diagrams.

1 IN T RO D U C T I O N

One of the most intriguing puzzles in modern astrophysics is to
understand how galaxies form and evolve. There are two main
approaches to study the processes involved in the formation and
evolution of galaxies. The first employs lookback time studies to
observe the progenitors of present-day galaxies at progressively
higher redshifts [e.g. the Cosmic Assembly Near-infrared Deep Ex-
tragalactic Survey (CANDELS); Grogin et al. 2011]. The opportunity
to study a large number of galaxies, of different morphological types
and environments, has the advantage of avoiding the stochasticity
inherent to small samples. However, this approach is indirect because
in order to understand a present-day galaxy, we must assume we can
identify appropriate progenitors at different redshifts, a procedure
fraught with potential biases. The second technique consists in
revealing the formation and evolution of nearby galaxies through
detailed chemical and dynamical studies of individual stars. This
approach, known as ‘Galactic Archaeology’, has the drawback that
there are only a few dozen galaxies available to study in detail
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in the nearby Universe. In spite of the latter, there is now data
of unprecedented quality from ground-based [e.g. Survey of the
MAgellanic Stellar History (SMASH), Nidever et al. 2017; VMC,
Cioni et al. 2011; PAndAS, McConnachie et al. 2009; DELVE, Mau
et al. 2020] and space-based (LCID collaboration, Gallart et al. 2015;
Gaia, Gaia Collaboration 2018) telescopes that make the field of
Galactic Archaeology increasingly exciting.

Our Local Group constitutes an excellent workplace to perform
Galactic Archaeology because many clues about galaxy assembly
and evolution processes persist – often as coherent substructures
– in the faint outskirts of galaxies (Bekki & Chiba 2005; Muñoz
et al. 2006; Read, Pontzen & Viel 2006; Harmsen et al. 2017;
Kallivayalil et al. 2018; Mackey et al. 2018; Belokurov & Erkal
2019). Hence, studying the dynamically unrelaxed edges of nearby
galaxies is particularly effective. Although the extreme extents of
galaxies are very faint (e.g. μ ≈ 27 mag arcsec−2, Gallart et al. 2004;
μ ≈ 34 mag arcsec−2, Nidever et al. 2019), the Local Group galaxies
offer the opportunity to study these extremely low surface brightness
peripheries through direct observation of individually resolved stars.

Due to their interesting nature and close proximity, our closest
interacting neighbours, the Small and Large Magellanic Clouds
(SMC/LMC), are arguably the best laboratories at hand to study faint
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SMASHing the low surface brightness SMC 1035

outskirts using resolved stellar populations. The Magellanic Clouds
(MCs) are the largest and most massive dwarf galaxies under strong
gravitational influence of the Milky Way (MW), with diameters of
∼18 kpc for the LMC (Nidever et al. 2019) and ∼11 kpc for the SMC
(Nidever et al. 2011), and halo masses of ∼1011 M� for the LMC
(Kallivayalil et al. 2013; Peñarrubia et al. 2016; Erkal et al. 2019)
and ∼109 M� for the SMC (Di Teodoro et al. 2019). The MCs show
compelling evidence of mutual interaction as unravelled by: (i) the
kinematically distinct population found in the LMC that originated in
the SMC (Olsen et al. 2011), (ii) the stellar and gaseous Magellanic
Bridge connecting both galaxies (Hindman, Kerr & McGee 1963;
Nidever et al. 2013; Noël et al. 2013, 2015; Carrera et al. 2017), (iii)
the RR Lyrae overdensity located at ∼5 kpc below the main ridgeline
of the Magellanic Bridge (Belokurov et al. 2017), and (iv) the 200
deg, purely gaseous Magellanic Stream and Leading Arm features
(Mathewson; Cleary & Murray 1974; Putman et al. 1998; Nidever
et al. 2010).

Based on recent Hubble Space Telescope (HST) observations, the
MCs show a high velocity relative to the MW (Kallivayalil et al.
2006, 2013), suggesting that they are most likely on their first infall
to the MW (Besla et al. 2007). The pair have actually been interacting
with each other for several gigayears (Gyr), including a likely recent
collision between the two MCs (Besla et al. 2012), thought to have
produced the low surface brightness, asymmetric features in the
LMC (Besla et al. 2016). Zivick et al. (2018) showed that this close
encounter happened 147 ± 33 Myr ago with an impact parameter of
7.5 ± 2.5 kpc, a distance that falls within the stellar extent of each
galaxy and well within both of their virial radii.

The SMC, located ∼63.4 kpc from us (Ripepi et al. 2016), is
more metal poor than its larger companion, the LMC (Carrera et al.
2008a, 2008b), and has an older field stellar population (Noël et al.
2007) than its oldest globular cluster (GC) NGC 121 (Glatt et al.
2008), as well as a unique star formation history (SFH; Noël et al.
2009). In addition, the SMC exhibits a very complex geometry, with
indications of significant depths along several lines of sight (Gardiner
& Hawkins 1991; de Grijs & Bono 2015; Scowcroft et al. 2016;
Ripepi et al. 2017; Muraveva et al. 2018), and evidence of two
different structures along its eastern wing (Nidever et al. 2013; Piatti
et al. 2015; Subramanian et al. 2017). These properties make the
SMC a fascinating object for detailed study.

Noël & Gallart (2007) were the first to suggest that the SMC was
larger than previously thought, with its intermediate age population
extending as far as 6.5 kpc from the SMC centre. Nidever et al.
(2011) later found evidence for SMC stars present at a radius of
∼7.5 kpc. More recently, the Dark Energy Survey (DES; Flaugher
2005), due to its depth and large coverage, allowed for the discovery
of an overdensity in the outskirts of the SMC at a projected radius of
8 kpc (Pieres et al. 2017), for a distance modulus of 18.96 mag.

In this work, we aim to shed light on the origin of the SMC’s
irregular shape, its initial mass, the distribution of its stellar content
at different ages, and to prove the existence of a faint population in
its outskirts out to ∼8 kpc or beyond. We build from previous works,
to carry out a study based on more comprehensive data using the
Dark Energy Camera (DECam; Flaugher et al. 2015). We present an
analysis of the SMC based on colour–magnitude diagrams (CMDs)
with an unprecedented combination of depth and areal coverage,
obtained as part of the SMASH (Nidever et al. 2017). These deep
CMDs are used to obtain surface brightness profiles of the SMC and
to construct a map of stellar counts across the SMC’s main body.

This paper is organized as follows. In Section 2, we describe the
main features of the SMASH survey and give an overview of the
data reduction and preparation. In Section 3, we discuss the process

carried out to select SMC stars, we describe the procedure followed
to decontaminate stars from the MW halo as well as two MW GCs
present in the SMC foreground (47 Tuc and NGC 362), and we
assess sources of uncertainty affecting our analysis. In Section 4,
we present the derived surface brightness profile of the SMC and
discuss the implications. In Section 5, we present a stellar density
profile of the SMC outskirts. In Section 6, we compare our results to
numerical simulations with the goal of understanding the origin of
the SMC’s irregular shape and initial mass. In Section 7, we analyse
the distribution of stellar populations of different ages. Finally, in
Section 8 we present our conclusions.

2 DATA

2.1 SMASH overview

SMASH is a photometric survey performed using the large field
of view (∼3 deg2) of DECam (Flaugher et al. 2015) installed on
the Blanco 4-m telescope at CTIO (Cerro Tololo Inter-American
Observatory). SMASH surveys a net area of ∼480 deg2 distributed
across ∼2400 deg2 surrounding the MCs – i.e. with a 20 per cent
filling factor. SMASH data span the ugriz filter system, with all
fields reaching a depth of at least g ∼ 24 mag, with some reaching
as faint as g ∼ 26 mag. The combined depth and areal coverage are
the best to date for the MCs. SMASH was designed with the main
goals of recovering the SFHs of the MCs and detecting faint stellar
structures in their outskirts. These tasks require reaching well below
the oldest main-sequence turn-off (MSTO), that, for the clouds, is
located at g ≈ 22 mag. Fig. 1 shows the SMASH coverage around
the main bodies of the MCs depicted as green and black hexagons,
mostly adjacent to the DES footprint shown as a shaded pink area.
For more technical information about SMASH, including a complete
description of the data reduction process as well as its Data Release
1, we refer the reader to Nidever et al. (2017).

SMASH has already shed light on several aspects of the MCs.
During the observation phase, Martin et al. (2015) identified a new
satellite of the MW, Hydra II. Nidever et al. (2019) explored the
outskirts of the LMC using SMASH data down to a surface brightness
of μ ≈ 34 mag arcsec−2. Using red clump (RC) stars, Choi et al.
(2018a) constructed an accurate, large-scale, reddening map for the
main body of the LMC, and discovered a new stellar warp of its outer
disc. Using the same selection of stars, Choi et al. (2018b) detected
a ring-like overdensity in the LMC disc. Meanwhile, Martin et al.
(2016) discovered SMASH-1, a faint GC disrupting in the outskirts
of the LMC. Martı́nez-Delgado et al. (2019) used SMASH data to
study a young shell of stars that, given its derived age, could have
originated from the recent LMC–SMC encounter.

2.2 Data processing

For this study, we analysed 36 SMASH fields that cover a total area
of ∼100 deg2 in the sky, reaching as far as 15 deg away from the SMC
centre. These fields are represented as green hexagons in Fig. 1. The
field coverage in the central parts of the SMC is denser than in the
outskirts, allowing a complete mapping of the SFH of the SMC’s
inner regions (Massana et al., in preparation). Fig. 1 also shows the
LMC coverage, which extends well into its outskirts, represented as
black hexagons; analysis of these LMC data has been presented in
Nidever et al. (2019, hereafter N19).

Although all fields used in this study reach an unprecedented
depth (for SMC studies) of g ≈ 26 mag, to take on a proper scientific
analysis with a reliably extracted final catalogue to such a depth
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Figure 1. Spatial distribution of the SMASH fields (shown as hexagonal
polygons) across the MCs. The observed H I column density of the Magellanic
Stream system is shown in grey-scale (Nidever et al. 2010), while the dark
blue contours around the SMC and LMC represent RGB star counts from
2MASS (Skrutskie et al. 2006). The green, numbered hexagons represent the
36 SMASH fields that are the focus of this study and that extend up to 15 deg
from the centre of the SMC. The DES footprint is represented by the purple
shaded region.

requires several critical steps, including assessing completeness and
undertaking careful star–galaxy separation. One way to solve the
star–galaxy separation issue is to assess quantitatively the ‘goodness
of fit’ of the point spread function (PSF) derived in the course of
the photometric reduction process. Given the photometric depth of
SMASH, this strategy has the caveat that for saturated stars the
pipeline gives a low stellar probability, whereas for very distant and
compact galaxies and AGNs found at fainter magnitudes, the pipeline
can assign a high stellar probability.

A more effective approach to tackle this issue is to use, in addition,
cuts in colour–colour space, where stars have a well-defined locus in
contrast to galaxies. Because SMASH employs several passbands,
it gives us the perfect opportunity to explore multiple colour–colour
spaces to further refine classification. Using g − z, r − z, and i
− z, with g − i as the fiducial colour, the multidimensional stellar
locus is computed using bright objects and then a selection envelope
defined around that locus is applied to the full sample. For a more
detailed explanation on the process of star–galaxy separation, we
refer the reader to section 3.1 of N19 who applied the same cuts to
SMASH LMC fields. Specifically, their fig. 2 shows a visual overview
that includes the location of the removed galaxies in a CMD. An
example of the result of this process is shown in Fig. 2, where we
present the CMD of SMASH field 13, located ∼5.9 deg from the
SMC centre (see Fig. 1), before applying the colour–colour cuts (top
panel) and after the cuts (bottom panel). Some of the predominant
SMC stellar population sequences are visible in the ‘cleaned’ CMD
(bottom panel), such as the MSTO (starting at g ∼ 22 mag), the red
giant branch (RGB), and the RC. In the bottom panel of Fig. 2, it is

Figure 2. Hess diagrams of SMASH field 13, colour coded by star counts
in each bin. The top panel shows the raw diagram before the cuts applied to
separate galaxies from stars while the bottom panel shows the clean diagram
with the selected stars (see Section 2.2 for detailed information on the cuts).
The dashed area signals the region used for this study, that avoids MW
dominated areas and faint sources with larger errors.

clear that most of the sources that populated the faint part of the CMD
(top panel) disappear after applying the cuts. This fact illustrates how
insidious the effect of galaxies can be at these magnitudes, whereas
all the CMD main features can still be clearly seen.

To avoid any leftover galaxies in our sample, we restrict our
analysis to g ≤ 24 mag. This can be done without significantly
affecting our analysis of the SMC surface brightness because most
of the integrated light comes from the bright stars, in particular, very
young stars as well as giants, lying above the MSTO at g ≈ 22 mag.
Finally, to reduce further contamination we also limit our sample to
−1 ≤ g − i ≤ 2 and g ≥ 14 mag, because no significant or relevant
SMC stellar population lies outside of these ranges (see dashed area
in the bottom panel of Fig. 2). Since there will still be some MW
foreground contamination within these limits, we will discuss the
procedure to minimize these effects in Section 3.

To address completeness, we performed artificial star tests (ASTs),
where mock images are created, with a uniformly sampled distribu-
tion of colours and magnitudes, and run through the same pipeline as
the observed data, including the star–galaxy separation procedure.
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SMASHing the low surface brightness SMC 1037

These are meant to assess the recovery ratio of stars in particular
areas of the CMD and are then used to adapt our models to the
characteristics of the observations (see Section 3.3 for information
about the models).

All magnitudes and colours in this study have been reddening
corrected using Schlegel, Finkbeiner & Davis (1998, SFD98) dust
maps. For the innermost parts, we used the value suggested by SFD98
of E(B − V) = 0.037 mag. We converted the E(B − V) values to
E(g − i) using updated bandpass coefficients from Abbott et al.
(2018) with RV = 3.1, that reflect the Schlafly & Finkbeiner (2011)
adjustments. Additionally, the SFD98 maps seem to consistently
underestimate reddening values for most fields. To address this issue,
we performed an analysis of the blue edge of the MSTO of the MW
halo in both, the MW theoretical models and the SMASH data. We
used the differences in E(g − i), converted to E(B − V), for both blue
edges to refine the reddening/absorption corrections. We expect to
have SMC reddening maps coming from RC characterization using
SMASH (Choi et. al., in preparation), similar to those for the LMC
(Choi et al. 2018a).

To make the final selection of fields presented here, we limited
it to those with a maximum projected separation of 15 deg from
the SMC centre, represented in green in Fig. 1; followed up by a
visual inspection of their CMDs. Fields beyond this radius showed
no obvious stellar contribution from the SMC and introduced severe
contamination from the MW’s disc. Fig. 3 shows a sample of CMDs
from fields 3, 13, 18, and 139, all located at different radii. Isochrones
were overplotted to indicate the location of stellar populations of the
SMC. The red isochrone corresponds to a stellar population with
[Fe/H] = −1 and log (yr) = 9.9 and the blue isochrone depicts a
stellar population with [Fe/H] = −0.4 and log (yr) = 8. We see
that field 139, at almost 15 deg from the SMC centre, shows no
contribution from SMC populations. In contrast, we can see SMC
stars in field 13, at 5.9 deg from the centre, matched with an old
isochrone. We see young and old stellar populations belonging to the
SMC in field 3, located 2.3 deg from its centre. Field 18, at ∼5.6 deg,
shows signs of very prominent recent star formation belonging to
the Magellanic Bridge, as well as some traces of intermediate stellar
population with a visible RC. Finally, field 139 is chosen as a typical
halo field and is our furthest field at almost 15 deg from the SMC
centre.

3 SMC MEMBERSHIP

To avoid the contribution from foreground MW stars, we performed
a two-step decontamination process. The first step was to remove the
two GCs, 47 Tuc and NGC 362, present in fields 4 and 9, respectively.
The second step was to use stellar population modelling to remove
the foreground contamination from the halo and disc of the MW.

3.1 47 Tuc

Because the models we use to remove the MW foreground (Sec-
tion 3.3) do not account for GCs, their contamination had to be treated
separately. Considering that our SMC analysis is based on CMDs,
where there is some strong overlap of GC and SMC stars, finding
some way to isolate and eliminate the GC stars other than using the
CMD is optimal. Fig. 4 shows the CMD of SMASH field 4 before
(top panel) and after (bottom panel) applying the decontamination
process. In the top panel, we can see that the MS of 47 Tuc overlaps
the RC locus of the SMC, a vital CMD region for population synthesis
and brightness calculation.

Figure 3. Hess diagrams, saturated at 100 counts, for four selected SMASH
fields with overplotted PARSEC isochrones (Bressan et al. 2012). The red
isochrones represent an old stellar population of [Fe/H] = −1 and log (yr) =
9.9, while the blue isochrones represent a younger population with [Fe/H] =
−0.4 and log (yr) = 8. In all cases, we used a distance modulus of 18.9. Field
3 is an example of a field in the main body of the SMC that presents both
types of populations. Field 13 is in the outskirts of the galaxy with no apparent
younger populations. On the contrary, field 18 is inside the Magellanic Bridge
that harbours star-forming regions. Field 139 is a typical halo area with no
visible SMC stars.

A simplistic first approach would be to avoid the area in the sky
where the GCs are located. After several tests, we found that to be
effective, we had to cut a circular area with a radius of 50 arcmin in
field 4, that translates into ∼80 per cent of the total area of field 4.
Hence, we ruled out this highly inefficient approach.

Fortunately, Gaia Data Release 2 (DR2; Gaia Collaboration 2018)
and its accurate proper motion data (with typical uncertainties <1
mas for G < 20 mag) provides an effective means for discriminating
GC stars from SMC stars. We can discriminate SMASH stars in
these two populations based on their astrometric properties, with the
caveat that we can only apply this strategy to stars brighter than G ≈
20.5 mag, the limiting magnitude for the Gaia astrometric solution.
This results in the lower MS of the cluster still being present in our
sample. For 47 Tuc this is not a problem because the region of overlap
between the cluster stars and the SMC stars in the CMD is within
Gaia range, g ∼ 20 and g − i ∼ 0.75 (see top panel of Fig. 4).

To make a robust determination of the kinematical properties of
both SMC and 47 Tuc stars, we retrieved a region of 1.5 deg in
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Figure 4. Hess diagrams of SMASH field 4, colour coded by star counts
in every bin. Both show contributions from the SMC and 47 Tuc stellar
populations. Top: Raw diagram of field 4, where the MS of the cluster overlaps
with the RC population of the SMC. Bottom: Cleaned diagram after removing
most of the contribution of the cluster using kinematical data from Gaia DR2,
to g ∼ 20.5 mag, the limiting magnitude of proper motions.

radius around the centre of the cluster. This sampling area ensured
that almost all cluster stars were included and that there were enough
SMC stars to characterize that lower density population in this
field.

To exploit the Gaia catalogue fully, we first used its parallax
measurements, that for the SMC stars are expected to be lower than
17 μas for an assumed distance of ∼60 kpc. This number is lower
than the current precision of the catalogue at almost all magnitudes.
Therefore, we can say that the parallaxes for the SMC stars need to
be compatible with having no parallax in this particular data set. On
the other hand, the distance to 47 Tuc is found to be ∼4.5 kpc in Gaia
DR2 (Chen et al. 2018), which corresponds to a parallax of ∼0.22
mas. Since we were mainly interested in modelling the SMC and
GC stars, we set-up thresholds in the parallax to remove some of the
other MW contaminants in the sample, because stars in the disc are
relatively close and will have large parallaxes. We set an upper limit of
1 mas to our working sample to ensure that we kept all the relevant
stars for the study. We then further reduced our sample by doing
some proper motion cuts to help with the kinematical analysis. To
make sure we took the full distribution while removing further MW
contaminants, we applied the following cuts in proper motion space,
that removed primarily MW halo stars: −6 mas yr−1 < μα cos δ <

12 mas yr−1 and −9 mas yr−1 < μδ < 4 mas yr−1.

We used two Cauchy distributions to model the kinematical
properties of 47 Tuc and the SMC, since they proved to be more
successful at reproducing the proper motion distributions (as seen
also in Chen et al. 2018). These distributions typically are more
peaked and have longer tails compared to Gaussian distributions.
They are favoured in this case because the uncertainties are not
constant inside the sample and increase with the magnitude of the
object. The basic equation for the probability density function (PDF)
in one dimension is

f (x) = γ

π [(x − x0)2 + γ 2]
, (1)

where γ controls the width of the distribution and x0 its peak value
(note that this distribution does not have a mean).

To determine the parameters of the distributions, we used a
Markov chain Monte Carlo (MCMC) algorithm, implemented with
the PYTHON package EMCEE (Foreman-Mackey et al. 2013), that uses
the following likelihood function:

L(μ∗
α, μδ) = p · γSMC[(

μ∗
α − μ∗

α, SMC

)2 + (μδ − μδ, SMC)2 + γ 2
SMC

]1.5

+ (1 − p) · γGC[(
μ∗

α − μ∗
α, GC

)2 + (μδ − μδ, GC)2 + γ 2
GC

]1.5 . (2)

where p represents the fraction of stars belonging to the SMC as
compared to the total SMC + GC sample (0 ≤ p ≤ 1), γ SMC and γ GC

are the scale parameters of each distribution and (μ∗
α, SMC, μδ, SMC)

and (μ∗
α, GC, μδ, GC) are the proper motions for the SMC and 47 Tuc,

respectively. To introduce the observational uncertainties, we run the
algorithm 200 times using values for the proper motions sample
following a two-dimensional Gaussian distribution characterized
by the covariance matrix given in the Gaia data set (columns
pmra error, pmdec error, pmra pmdec corr). For each of
these sets of values, we run 2000 iterations of the sampler and discard
the first 400 iterations (burn-in).

To calculate membership probabilities to 47 Tuc, we used the
probability of a star belonging to the proper motion distribution of
the cluster based on the inferred parameters. This is then combined
with the probability using an on-sky separation (�θ ) to the cluster
centre. To simplify things this is taken to be a Gaussian distribution.
For this cluster in particular, we took an effective radius (Reff) of 20
arcmin. We use equation (3) that is scaled to have a value of 1 when
a star is at the centre of each of the two distributions

Pmem =
γ 3

GC exp
(
− �θ2

2R2
eff

)
(
γ 2

GC + (
μ∗

α − μ∗
α, GC

)2 + (μδ − μδ, GC)2
)1.5 . (3)

Due to the peaked and long-tailed nature of the Cauchy distribu-
tion, taking a threshold of 0.5 for the membership probability was
too restrictive. Instead, we based our threshold on an iterative visual
inspection of the remaining CMD and proper motion distribution with
different thresholds. It was noted that SMC stars had mostly values
of membership lower than 0.01, therefore this value was taken as the
discriminant of both populations. These stars in the Gaia catalogue
were then cross-matched with the SMASH catalogue and removed
from further analysis.

The results of the kinematical separation are summarized in Table 1
and can be seen in Fig. 5, where we show the fitted and observed
proper motions distribution. The top panel shows the fitting for the
right ascension component of the proper motion (μαcos δ) and the
bottom one shows the fit for the declination component (μδ). Both
struggle to match the height of the proper motion peaks, but they do
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Table 1. Summary of the values that maximize the
likelihood function in equation (2) for the SMC and
47 Tuc, applied to Gaia DR2 data in a radius of 1.5
deg around the cluster and using an MCMC sampling
technique.

Parameter Value

p 0.6188 ± 0.0004
μ∗

α, SMC (mas yr−1) 0.547 ± 0.002
μδ, SMC (mas yr−1) − 1.2453 ± 0.0013
γ SMC 0.6406 ± 0.0011
μ∗

α, GC (mas yr−1) 5.252 ± 0.002
μδ, GC (mas yr−1) − 2.494 ± 0.002
γ GC 0.6918 ± 0.0013

a good job in reproducing their general shape. This is because the
fit is normalized for all proper motion space but the data have cuts
outside of the area plotted in Fig. 5. This is not a problem for our
purposes since we only need the median value and have the sole aim
of characterizing the width of the distribution.

The difference between the proper motion of 47 Tuc and that of
SMC stars at the location of 47 Tuc is similar to that reported by
Bellini et al. (2017) from HST data. The proper motion for 47 Tuc
is also compatible with Niederhofer et al. (2018) using the ground-
based VMC data. The proper motion of the SMC stars measured here
differs from the proper motion of the SMC centre of mass as reported
by Kallivayalil et al. (2013). This is due to the internal kinematics
of the SMC (for further details see De Leo et al. 2020), as well as
field-dependent viewing perspective. The sense and size of the field
dependence implied by our measurement is qualitatively consistent
with that reported in fig. 7 of Zivick et al. (2018).

While some of the contribution in the faint part of the cluster’s
MS is still present in the decontaminated sample (see lower panel of
Fig. 4), it does not influence our analysis, as we explain in Section 3.3,
where we show the cuts performed to extract the SMC stars from the
CMDs.

3.2 NGC 362

NGC 362 is at a larger heliocentric distance than 47 Tuc, which results
in a CMD overlap at a fainter magnitude than the Gaia DR2 limit.
Therefore, to effectively remove NGC 362 from the area in the CMD
occupied with SMC stars, we assigned membership probabilities of
the stars in the overlapping regions based on their distance to the MS
part of an isochrone and the cluster centre in the sky. The isochrone
that was used is not intended to match the exact characteristics of the
cluster since we only need a good fit around a specific part of the MS
region; therefore, we only needed to adopt values for the distance
and metallicity of the cluster that make its MS go through the MS
of NGC 362 in our SMASH field. Note also that the decontaminated
area is not the full isochrone (see Fig. 6), but the part falling inside the
SMC area defined in Fig. 7. To calculate the membership probability,
we used the following equation:

Pmem = exp

(
−�(g − i)2

2σ 2
c

− �g2

2σ 2
m

− �θ2

2R2
eff

)
, (4)

where �(g − i) and �g are the differences in colour and magnitude
(respectively) between the star and the isochrone, and σ c and σ m

are the typical spread in colour and magnitude from the isochrone.
These spreads are taken to be σ c = 0.05 and σ m = 0.3 by visual
inspection of the stellar MS of the cluster. Finally, �θ is the angular
separation between each star and the centre of the cluster and Reff is

Figure 5. Normalized proper motion distributions of the stars in the field of
the cluster 47 Tuc in both right ascension (α; top) and declination (δ; bottom).
The more populated distribution corresponds to the SMC. In red is shown
the fit performed using an MCMC algorithm that searched for two Cauchy
distributions in a two-dimensional space composed by both proper motion
components.

the effective radius of the cluster. Based on a visual inspection of the
distribution of the stars around the cluster centre, this radius is taken
to be 15 arcmin.

In Fig. 6, we present the CMD of SMASH field 9 before (top panel)
and after (bottom panel) the GC contamination. With the adopted
classification algorithm, we separated most of the GC contribution
from the RGB and RC loci of the SMC, as shown in Section 3.3.
Nevertheless, due to the statistical nature of the process there is still
some contamination present. We take this into account in our analysis
by counting the number of stars inside and outside of a small area
around the isochrone to make an estimate of the potential error in the
flux that it will yield.

3.3 Milky Way modelling

To clean the observed CMDs of MW contamination, we used the
MW models developed by de Boer et al. (in preparation). The
use of custom made MW models is necessary because popular
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Figure 6. Same as Fig. 4 but for SMASH field 9 and the cluster NGC 362.
In this case, the cluster was removed using an isochrone-based approach due
to the lack of Gaia proper motions at the relevant magnitudes. The results
show a considerable reduction of the GC’s population inside the dashed area
(bottom panel), also populated by SMC stars.

Figure 7. Hess diagram of SMASH field 3 after the subtraction of foreground
stars using MW modelling. The binning of the data corresponds to the actual
binning used to make the analysis, that allows for an appropriate subtraction
of the model. The red dashed line is the border of the area from where we
take the SMC stars (see Section 3.3 for details on the foreground subtraction).
The histogram is coloured according to the star count in each bin, as shown
in the colour bar.

models such as the Besançon Galactic Model (Robin et al. 2003)
or Galaxia (Sharma et al. 2011) provide unsatisfactory results for
CMDs down to the depth probed by SMASH. In particular, the MW
halo populations at these magnitudes are not well reproduced, even

though these are the main contaminants in the MSTO region of the
LMC/SMC.

The custom models were constructed by fitting a set of MW
components with parameters similar to those of Galaxia (Sharma
et al. 2011), with age and metallicity parameters (including Gaussian
widths) left free. The models were fitted to a subselection (38 fields)
of SMASH fields, that were chosen to be far enough away from the
MW mid-plane (| b | >20 deg) and the MCs (>10 deg from each)
in order to avoid populations not included in the model. The models
were constructed using the MESA isochrones and stellar tracks
(MIST) models (Choi et al. 2016) in the region −0.2 < g − i <1.8
and 14<g <22.5 to sample CMD regions that exclude faint M-
dwarfs (that are challenging to model) and where the data are
100 per cent complete, as shown in N19. The resulting best-fitting
parameters for the thin disc, thick disc, and halo are mostly consistent
with previous studies. Of most relevance to this work, the best fit to
the data gives a MW halo density law that follows a power-law index
of −3 and flattening ∼0.5, similar to those seen previously, important
for reproducing the faint halo component (Bell et al. 2008; Deason,
Belokurov & Evans 2011; Slater et al. 2016). With parameters in
place, MW models were generated for each SMASH field using the
best-fitting parameters, and convolved with the photometric errors
and completeness (see figs 2 and 3 of N19 for more details about
completeness) of each individual field, so that the model distributions
could be directly subtracted from the observed CMDs.

The models were created for nominal 3 deg2 DECam fields; this
is, however, a coarse approximation in SMASH, given that some of
the CCDs of DECam are not included in some fields. We corrected
this by calculating the real observed area for every field, creating a
grid over the sky with a binning that depends on the stellar density
of each field. This is to prevent not accounting for areas that do not
have any stars in them but have been observed. We then counted the
number of bins with stars and summed their areas; this introduces
some uncertainty that will be discussed in Section 3.4.

For a further sanity check, we analysed the fields that are far
enough from the MCs that only have MW contribution. The resultant
number of remaining stars after the subtraction process was found to
be exponentially dependent on the Galactic latitude (b). To correct for
this, we scaled the number of counts in each mock catalogue based
on the relation between the residual counts of these outer fields and
b. We fitted an exponential relation and extrapolated it to the SMC
fields. After this, the remaining foreground contamination was more
homogeneous and compatible with Gaussian-like uncertainties.

Finally, to ensure that we get the most out of our data, we used
cuts in the CMDs of each field to further optimize the selection of
SMC stars. An example of the cuts applied for each field can be
seen in Fig. 7, where we present a Hess diagram of SMASH field 3
after the subtraction of foreground stars using MW modelling. The
area contained by the red dashed polygon, which remains unchanged
from field to field, indicates the region of stars that has been used to
calculate the brightness of the SMC and the background histogram
shows the number of stars in each bin. The sum of the flux of all these
stars represents our final calculation of the brightness of each field.
In this example, we have taken a central field of the SMC that has
a representation of all the different stellar populations present in the
diagram, ranging from young stars to RGB and RC stars, as well as
very faint MS stars. With this selection, we were also able to remove
the rest of the contribution from the globular clusters in fields 4 and 9.

3.4 Assessment of uncertainties

To derive the surface brightness profile of the SMC, we must first
convert the magnitudes of SMC stars in a region as measured by

MNRAS 498, 1034–1049 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/498/1/1034/5893805 by guest on 24 April 2024



SMASHing the low surface brightness SMC 1041

SMASH into a total normalized flux, F
′
, calculated from the g

magnitude as 10−0.4g. Then we divide the flux by the area, A of
the region (which has its own intrinsic error) to convert it into a
surface brightness, 
:


 = −2.5 log

(
F ′

A

)
. (5)

However, among the most crucial aspects of calculating the surface
brightness profile of the SMC, particularly at its faintest radii, is to
address the levels of both contamination and incompleteness in our
SMC sample as discussed in N19. In this subsection, we discuss
these and other potential sources of error in our measurement of the
surface brightness (equation 5). Among them are:

(i) Milky Way modelling: The MW contamination is the most
important source of uncertainty and to account for it, we needed to
quantify how well the model works. For this purpose, we analysed
the subtraction of the MW foreground population in fields well
beyond the area of the MCs, where we do not expect any other stellar
population besides that from the MW. We found that in all cases we
still had foreground stars after the subtraction and that the number of
remaining stars is dependent on the Galactic latitude, because of the
MW disc. This effect is more prominent in brighter magnitudes (g <

20), so it means that our results based on the selection of Fig. 7 might
be affected by a certain gradient due to the MW disc. To account for
that we focused on further homogenizing the MW model (more
details in Section 4) and characterizing the remaining foreground
stars. Our selection sample shown in Fig. 10 is not affected by MW
disc and the procedure of characterizing the goodness of the MW
model will be described in Section 5.

(ii) Area uncertainty: Because some individual CCD detectors
for DECam were not functioning during some observations, and
because there are some excluded areas for each field for various
reasons (e.g. due to extremely bright stars, saturated cluster cores,
or crowding issues, among others), it was necessary to calculate
the areas for each field independently. To do so, we subdivided the
field into a grid of bins in sky coordinates, we calculated how many
bins have objects in them, and finally we summed the area of all of
these bins. We then scaled the size of the binning depending on the
crowding of the fields. From this analysis, we found that the area
determination had an associated uncertainty of ∼4 per cent of the
total area of each field, that was then taken into account when we
calculated the surface brightness.

(iii) Observational uncertainties: In SMASH, special care has
been taken to get the best possible determination of the photometry,
with a reduction process that involves very precise PSF fitting and
very accurate calibration of the different filters using Gaia DR2 and
DES. For the whole survey, the 5σ point source depths for g and i are
24.8 and 24.2, respectively. Restricting our sample to g ≤ 24 ensures
that we use the best quality data. In Fig. 8, we see the evolution of
the uncertainty of g with magnitude, showing that most of the data
for the chosen range (indicated by the red dashed line) has very low
uncertainty. The only exception is field 1, which produces the trend
that increases at brighter magnitudes due to shallower exposures.
These uncertainties though, are not the main concern for the surface
brightness profile described in Section 4, because it is dominated
by brighter stars that have very small errors. For the profile shown
in Section 5, the effect could be bigger, but our selection (Fig. 10)
ensures that for almost all the survey (except field 1), 99.5 per cent
of stars have errors that are lower than 0.05 mag proving this is not
the dominant effect. For field 1, we find that 98 per cent of stars have
errors in the range 0.05−0.15.

Figure 8. Evolution of the errors in g with magnitude for all fields of SMASH
considered in this paper. The red dashed line shows our selection cut for the
analysis, which ensures that we have the best quality data. The different trends
that are seen correspond to the various fields, that have different exposure
times and reductions. Field 1, being the shallowest, produces the trend that is
seen to increase at brighter magnitudes than the others.

(iv) Milky Way globular clusters: Every statistically based
selection method applied to the data will introduce some noise in
the results. Because we used two different methods to remove the
contribution from the two globular clusters and the methods have
intrinsically different properties, their impacts on the surface bright-
ness calculated for each respective field will also vary. Moreover, the
cores of globular clusters in general are very crowded and unresolved
with ground-based telescopes. For the two relevant clusters here, the
central areas are not resolved and are saturated with light, and this
reduces the effective survey area of the field. We will discuss how
this affects each of the analysed clusters.

(i) 47 Tuc is the largest of the two clusters and also the closest
to us. These characteristics give us the opportunity to use Gaia
DR2 to more effectively clean this cluster’s stars from our data.
On the other hand, the cluster’s proximity also produces a bigger
sky area with crowding issues. Nevertheless, the reduction in
the area due to the crowding at the core is less than 0.1 deg2

which is similar to the area reduction in other fields due to
crowding and missing chips.

(ii) NGC 362: In this particular case it is clear (Fig. 6)
that we still have some contamination from the cluster in our
final selection. Given that the field itself is very well populated
with SMC stars, the overall effects will be very small, with an
estimated ∼100 stars from the cluster in our final sample. This
translates into an overestimation of the flux by ∼0.02 per cent. In
addition, compared to 47 Tuc, we find an even smaller reduction
of the area due to the crowding in the core of less than 0.05 deg2.

In summary, to estimate the uncertainty in the surface brightness,
we calculated the uncertainty in both the flux and the area. Prop-
agating the errors of the quantities discussed in equation (5), we
obtain

δ
 = 2.5

ln(10)

√
δF ′2

F ′2 + δA2

A2
. (6)

This equation implies that if we assume constant uncertainties for
the remaining MW flux and the area across all fields, the error will
increase if either the flux or the area decreases. This is a reasonable
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Figure 9. Surface brightness profile of the SMC up to 15 deg from its centre.
The standard convention for PA in equatorial coordinates is used: 0 deg/360
deg is North, 90 deg is East, 180 deg is South, and 270 deg is West. Each
point represents the centre of the SMASH fields. At the same time, each has a
radial extent of ±1 deg from its centre, as represented by the horizontal error
bar in the top right. The LMC in this coordinate system lies in the North-East
direction (PA ∼ 100−150). The black line shows a fit of a Sérsic profile
described in equation (7) with the parameters in Table 3. The foreground
is reached at ∼8 deg from the centre of the SMC in these circular polar
coordinates.

assumption to make since the error in flux we are considering here
is the one coming from the MW subtraction, and we have already
secured that it will be constant across fields by scaling according to
the Galactic latitude.

4 SURFAC E BRIGHTNESS PROFILE

With a sample of SMC stars cleaned of foreground contaminants
according to the methods previously described, we calculated the
surface brightness of the SMC for each field. Note that, despite the
fact that in the central regions of the SMC the DECam fields overlap
(see Fig. 1), we do not account for that overlap in any way. This is
because every DECam pointing is treated as an independent surface
brightness profile measurement, that has been calibrated individually
and separate from the others. It is also not our main priority to have
a very precise profile for the main body, as we are more interested in
characterizing the shape of the profile in the SMC outskirts.

The results of our calculations can be seen in the surface brightness
profile in Fig. 9, with the data from each individual field summarized
in Table 2. Fig. 9 shows the surface brightness profile up to 15
deg from the SMC centre, with each filled circle representing an
individual SMASH field. The colours of the symbols denote the
different position angles (PA), as indicated by the scale bar on the
right side of the figure. The error bars are small due to the small
statistical uncertainty coming from the fact we have a large number of
stars (specially in the innermost parts) and that we are averaging over
a large area in the sky (∼3 deg2) to calculate something at the arcsec2

level. It is important to note that the limit of brightness reached in
this study is not the one associated with the faintest structures of the
SMC. Rather, this is a limit imposed by the methodology followed.
Given the limitations of the MW model in the area of SMC RGB

stars, and the fact that stars in this area are amongst the brightest
of the sample, this method produces a ‘noisy’ profile, creating an
obstacle to disentangle the very faint structures that might be present
(see Section 5).

As seen in the profile, we detect clear SMC brightness features, in
every direction in PA, as far out as 6 deg. After that, the limits where
the surface brightness of the SMC cannot be distinguished from noise
introduced by the foreground lie between 6 and 8 deg depending on
the PA. In the outskirts of the galaxy, the measured values of the
profile seem more staggered. This is due to a combination of the use
of a circular polar coordinate system, instead of an elliptical one, and
the difficulties in the RGB area to discern MW from SMC. Assuming
a distance to the centre of the SMC of 63.4 kpc (Ripepi et al. 2016),
this means that there is significant SMC material as far as ∼8 kpc
away from its centre.

We once again employed an MCMC sampling technique (using
the same software implementation described in Section 3.1), running
5000 iterations (burn-in of 2000) and with four free parameters, to
obtain a fit to our radial profile using the following Sérsic profile


g(r) = −2.5 log

{
F0 exp

[
−
( r

h

) 1
n

]
+ Ff

}
, (7)

where the free parameters are the central flux (F0), the scale length
(h), the Sérsic index (n), and the foreground flux (Ff). The result is
also shown in Fig. 9 as a black solid line, where we have included
a residual plot that exemplifies how far the points are from the fit.
Table 3 summarizes the derived parameters resulting from the fitting
procedure. The behaviour of the fit is generally correct. We note
though that the fit is overestimating the foreground level slightly.
This is due to the fact that the points located in the outskirts
(which should set this value, for the most part), have much bigger
uncertainties than the points located in the inner parts. This causes
the sampling technique to weight them less. It also points out to the
fact that this might be a too simple approximation for a galaxy that is
heavily disrupted. For example, field 18, which is on the Magellanic
Bridge, has a much brighter surface brightness than the fields in
similar radii. Because the uncertainty in this field is smaller, this
pushes the foreground to slightly brighter magnitude (∼0.1 mag).
It is important to point out that although the derived index n =
1.05 is consistent to that of a disc-like galaxy, this does not imply
that the SMC had a disc to begin with, given the big scatter in the
profile.

Using RGB stars, Nidever et al. (2011) found an extended profile
for the SMC reaching up to ∼12 deg from its centre. It is not
reasonable to make comparison between our full surface brightness
profile and theirs, due to the difference in the methods used.
Nevertheless, we took their approach of an elliptic profile to study
the distribution in the inner parts, and that probed fairly well by our
profile. We used an MCMC algorithm to calculate the semimajor axis
of the ellipse that goes through the centre of each field according to
the following transformation:

a =
√

x2 + y2

(1 − e)2
, (8)

where x and y are Cartesian coordinates whose origin is the centre
of the SMC, and e is the eccentricity of the ellipse. Using the
corresponding values of a for each of the field radii and embedding
the fitting of e and the PA (φ0) into the Sérsic profile, we obtained
slightly different values than from our circular fitting. These are
summarized in Table 4, where we found an eccentricity for the SMC
of 0.155 ± 0.006, and a line-of-nodes of φ0 = 73.5 ± 1.1 deg. We
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Table 2. Data used to construct Figs 9 and 11. The field numbers (corresponding to the ones assigned in SMASH as
displayed in Fig. 1) are shown in column 1; the radial distance from the SMC centre (Paturel et al. 2003) and PA of
each field are shown in columns 2 and 3, respectively, following the same convention as Fig. 9. Column 4 presents
the surface brightness (in mag arcsec−2) for each field and the estimated uncertainty, all of which calculated using the
method explained in Section 3. Columns 5 and 6 show the MSTO stellar density and its inferred surface brightness, as
explained in Section 5.

Field r (deg) PA (deg)

g

(mag arcsec−2) MSTO density (stars/deg2) 
g,MSTO (mag arcsec−2)a

1 4.54 306.66 28.77 ± 0.05 2297.1 ± 102.0 29.46 ± 0.05
2 4.78 203.22 28.72 ± 0.05 2477.5 ± 103.0 29.36 ± 0.05
3 2.39 238.01 25.12 ± 0.04 – –
4 2.12 278.71 26.16 ± 0.04 – –
5 1.37 330.22 24.75 ± 0.04 – –
6 0.72 235.42 23.45 ± 0.04 – –
7 2.05 194.23 24.98 ± 0.04 – –
8 9.65 180.42 28.99 ± 0.2 272.0 ± 22.2 31.91 ± 0.09
9 2.22 18.95 25.70 ± 0.04 – –
10 0.96 59.07 23.49 ± 0.04 – –
11 1.43 139.54 24.15 ± 0.04 – –
12 2.85 158.77 26.37 ± 0.04 – –
13 5.88 167.86 28.79 ± 0.05 2538.2 ± 99.7 29.40 ± 0.04
14 2.65 57.03 25.70 ± 0.04 – –
15 2.35 93.72 25.10 ± 0.04 – –
16 3.01 125.07 26.22 ± 0.04 – –
17 11.89 172.08 29.5 ± 0.2 293.1 ± 19.4 31.92 ± 0.07
18 5.57 103.66 27.76 ± 0.05 2561.2 ± 104.9 29.31 ± 0.04
19 6.90 141.73 28.98 ± 0.06 1216.6 ± 56.2 30.20 ± 0.05
20 8.76 62.40 29.97 ± 0.3 93.4 ± 16.2 34.03 ± 0.19
21 8.19 84.12 29.8 ± 0.2 197.1 ± 21.3 32.29 ± 0.12
22 7.89 115.44 29.5 ± 0.2 356.1 ± 23.2 31.61 ± 0.07
23 12.58 84.52 29.9 ± 0.3 79.4 ± 16.6 33.6 ± 0.2
139 14.96 227.34 29.4 ± 0.6 − 3.2 ± 18.3 No SMC
141 13.04 217.13 29.7 ± 0.4 − 50.1 ± 17.1 No SMC
142 13.91 243.87 29.5 ± 0.3 85.2 ± 14.1 35.17 ± 0.18
143 11.45 235.53 30.0 ± 0.4 9.1 ± 17.1 No SMC
144 13.82 268.52 29.3 ± 0.3 75.2 ± 12.7 35.34 ± 0.18
145 9.59 259.21 29.6 ± 0.3 25.3 ± 12.1 No SMC
147 11.10 282.54 29.4 ± 0.3 1.5 ± 25.7 No SMC
149 6.49 266.18 29.2 ± 0.2 270.3 ± 16.6 32.12 ± 0.07
150 8.78 295.04 29.6 ± 0.3 106.2 ± 16.4 33.16 ± 0.17
176 5.11 349.18 28.53 ± 0.04 5716.8 ± 210.1 28.48 ± 0.04
177 6.27 34.57 29.39 ± 0.06 1391.0 ± 55.5 30.03 ± 0.04
178 4.01 72.14 27.15 ± 0.04 15609.9 ± 550.0 27.36 ± 0.04
181 9.23 223.67 29.5 ± 0.3 − 60.2 ± 24.5 No SMC

aSee Section 5 for details.

Table 3. Summary of the values for the free
parameters that fit the function in equation (7).
This can be seen in the SMC surface brightness
profile out to a radius of 15 deg using circular
polar coordinates (Fig. 9).

Parameter Value

F0 (1.11 ± 0.07) × 10−9


0 (mag arcsec−2) 22.39 ± 0.07
h (deg) 0.75 ± 0.04
n 1.05 ± 0.03
Ff (1.92 ± 0.07) × 10−12


f (mag arcsec−2) 29.29 ± 0.04

found that using elliptical coordinates, the quality of our fits did not
improve. This likely means that the dispersion of the points in Fig. 9
comes from both the intrinsically irregular shape of the SMC and the
stochastic nature of our method.

5 STELLAR D ENSITY PROFILE

N19 used SMASH data to trace the very faint outskirts of the LMC
with stars in the MSTO. In this section, we perform a similar analysis
for the SMC in order to compare the results for both galaxies, and to
fairly assess the low surface brightness features around both MCs.

We used the same MW models described in Section 3.3, but
applying a different scaling factor than the one mentioned in
Section 3.3, given that the goal was to tailor our scaling to the
outer parts of the system and to a very specific region of the CMD.
The blue rectangle in Fig. 10, 0.25 ≤ g − i ≤ 0.45 and 20 ≤ g ≤
20.8, represents an area of the CMD dominated by MW halo stars.
By comparing the star counts in this area between the model and
the SMASH data, we are able to scale the model to each specific
field. This method is not accurate in the inner parts of the SMC given
that the scaling area in the CMD also contains SMC stars, creating
a bias in the stellar count. Hence, we will focus our attention in
those fields located at more than 4 deg away from the centre of
the SMC.
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Table 4. Summary of the values for the free
parameters that fit the function in equation (7),
together with the values for the eccentricity (e)
and the line-of-nodes of the galaxy (φ0).

Parameter Value

F0 (1.08 ± 0.07) × 10−9


0 (mag arcsec−2) 22.42 ± 0.07
h (deg) 0.78 ± 0.04
n 1.04 ± 0.03
Ff (2.07 ± 0.07) × 10−12


f (mag arcsec−2) 29.21 ± 0.04
e 0.155 ± 0.006
φ0 (deg) 73.5 ± 1.1

Figure 10. Hess diagram for field 13 after MW decontamination. The two
dashed rectangles show the areas used to do the scaling of the halo of the
MW to the SMASH data (blue) and the area around the oldest MSTO of the
SMC, where the star count measurement is taken (black). The scaling area is
set to avoid the SMC region and the MW dominated part (g < 19 mag).

The black dashed rectangle of Fig. 10, 0.1 ≤ g − i ≤ 0.45 and
22.1 ≤ g ≤ 23, shows the stars we adopted to calculate the density
profile from the MSTO. This selection is less restrictive than that
used by N19 because we want to include the effect of the larger
distance spread along the line of sight of the SMC compared to the
LMC.

Instead of fitting a smooth profile for the SMC (as in Fig. 9),
here we aimed at identifying individual fields that show some
signs of possible SMC contributions at larger radii. For this we
needed an accurate estimate for any possible MW foreground stars
or background galaxies remaining in the final sample used for
calculation. This was done by taking 18 fields located further away
than 12 deg from the SMC centre that show no hints of contributions
from either of the MCs, and then calculating the median value of
stellar density and the 67 per cent confidence interval for each field.

The new profile is shown in Fig. 11 (left) using the same PA
convention as in Fig. 9. We did not fit a profile to the data here;
instead we show the calculated foreground MW contamination (grey
band) with the method mentioned above. The error bars for each
field represent the statistical Poisson uncertainty due to their number
count that, in most cases, is too small to be seen. The position of
fields 8 and 17 are highlighted in the profile since they present stellar

densities of ∼250 stars/ deg2 above the shown foreground limit, at
radii of ∼9.5 and ∼12 deg, respectively. In the right-hand panel of
Fig. 11, we compare the position of our fields with the sky map of
Belokurov & Erkal (2019) using RGB stars in Gaia DR2. Fields
8 and 17 fall on top of a Magellanic feature, between Magellanic
Stream Longitudes of 0 and −10. This feature appears to be coming
off the SMC in a stream-like fashion. We plan to further investigate
the origin of this apparent tidal feature in a future analysis involving
more accurate proper motions, combined with radial velocities and
SFHs.

It is also worth mentioning field 23, located at ∼12.5 deg and with
a PA ≈ 90 deg, that has a stellar density that is slightly above the
grey area in Fig. 11. According to the RGB map, it is likely that this
field contains LMC halo stars. Two additional fields present counts
slightly above the grey line at r ≈ 14 deg: fields 142 and 144. Upon
inspection of their CMDs (see Fig. 12), they do not appear to have
any MCs debris.

We estimated the surface brightness of these features assuming
that the stars in the MSTO area account for ∼10 per cent of the total
luminosity of a stellar population with log (yr) = 9.9 and [Fe/H] =
−1, using PARSEC isochrones (Bressan et al. 2012) with a Kroupa
(2002) initial mass function. The list of values obtained for all the
different fields in Fig. 11 are also listed in Table 2. Note that this
method systematically underestimates the real value of the surface
brightness (
g) for fields with younger stellar populations due to the
presence of more massive stars as is, for example, the case of fields
18 and 22. However, it is an effective method to infer the surface
brightness of a typical old halo population.

For fields 8 and 17, we find similar surface brightness levels of

g = 31.91 ± 0.09 mag arcsec−2 and 
g = 31.92 ± 0.07 mag
arcsec−2, respectively. These are well above the limit found in N19
of 
g ≈ 34 mag arcsec−2 for low surface brightness features around
the LMC, hinting that these are Magellanic debris and not something
further away. Field 23 has a similar surface brightness to those of the
faintest fields in N19, indicating that these are LMC debris.

Finally, fields 142 and 144 constitute our faintest fields as com-
puted with the MSTO density approach, with surface brightness of

g of 35.17 and 35.34 mag arcsec−2, respectively. This is about 1 dex
fainter than the faintest structure in N19 and, at the same time, have
similar stellar density to fields 20, 23, and 150 that have Magellanic
debris. This could be due to several factors. One of them could
be the inclusion of unresolved galaxies contaminating the faint end
of our MSTO selection box. This is unlikely because the selection
of galaxies seems to work for the rest of the fields. The exposure
times for these two fields are the same as well, indicating that the
characteristics of the data set in terms of uncertainties are the same.
Another possibility is that these are part of a real structure at the
locations of these fields. As can be seen in Fig. 12, the top panels
correspond to the CMDs of these two fields and are compared to the
bottom panels of a typical MW halo-only field (field 139) and one
with traces of SMC material (field 150). Without knowing the nature
of this putative feature it is difficult to make more conclusions and it
falls beyond the scope of this paper.

6 D I SRU PTI ON BY THE LMC

To understand the stellar density distribution in the outskirts of the
SMC better, it is useful to compare our results with simulations
of the SMC’s disruption. For this, we use numerical simulations
similar to those described in Belokurov et al. (2017). In particular,
these simulations take the present 6D positions of the LMC and
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SMASHing the low surface brightness SMC 1045

Figure 11. Left: Star count density profile of the stars around the MSTO of the SMC. The profile starts at 3.5 deg from the SMC centre with the aim of
highlighting the detection at the very faint outskirts (r > 7 deg). The points are colour coded according to the PA of each field. The grey band shows our
uncertainty in the foreground counts of the MW, and the error bars for each field represent the statistical Poisson uncertainty. We highlight the position of fields
8 and 17 that show a significantly higher density than the foreground level at radii larger than that expected for the SMC and as far as almost 12 deg. Right:
Density map of RGB stars, with saturation at 140 counts, from Belokurov & Erkal (2019), with the SMASH fields overlayed as red polygons. The two dashed
circles represent the 4 (white) and 8 (black) deg circles around the centre of the SMC. Fields 8 and 17 sit on an overdense region of MC debris.

SMC, rewind them for 3 Gyr in the presence of each other and the
MW, and then disrupt the SMC until the present day. The SMC’s
disruption is modelled using the Lagrange point stripping method of
Gibbons, Belokurov & Evans (2014), that allows a rapid exploration
of the parameter space given the observational uncertainties of the
MCs present-day positions and velocities. In these simulations, the
LMC is modelled as a Hernquist profile, with a mass of 2.5 × 1011

M� and a scale radius of 25 kpc, and the SMC is modelled as a
Plummer sphere, with a mass of 1 × 109 M� and a scale radius of
1 kpc. Note that we are using a more massive SMC than that used
in Belokurov et al. (2017) in order to explore the extended debris
around the SMC, instead of the RR Lyrae overdensity found in that
work. This value has proved to match better the general spread of the
debris.

Fig. 13 shows the distribution of the stellar debris of the SMC in
the simulation compared to the number of total star counts that we
have obtained in this work using SMASH. The octagons are colour
coded using the number of stellar counts in the SMASH fields. The
CMDs of each individual field were analysed in detail and compared
to the surface brightness from Table 2 to determine the fields with
the most obvious SMC contribution. Fields that are consistent with
the MW foreground are then left white for visualization purposes.
The simulation is shown as a background 2D histogram. To make
sure that we are making realistic assumptions about the visibility of
the debris around the galaxy, we only take stars stripped during the
last episode of disruption in the galaxy around 250 Myr ago and
represent them in Fig. 13.

The agreement between the extension of the debris and the
SMASH fields with SMC stars is broadly consistent. This suggests
that interactions with the LMC have helped to strip a substantial
amount of material off the SMC, as previously shown by Carrera

et al. (2017). This, in turn, can also explain the elliptical shape of the
outskirts of the SMC as the galaxy orbits around the LMC (Nidever
et al. 2011; Belokurov et al. 2017; Pieres et al. 2017).

To test this, we calculated the tidal radius of the SMC due to the
influence of the LMC. For that we used equation (7)–(84) from
Binney & Tremaine (2008), but replacing the factor 3 with a 2
assuming the LMC has a flat rotation curve,

rt = d

(
MSMC

2 MLMC

) 1
3

. (9)

To calculate the distance between the SMC and LMC, we use the
latest distance measurements of 49.59 kpc for the LMC (Pietrzyński
et al. 2019) and 63.4 kpc for the SMC (Ripepi et al. 2016). For the
masses, we use the estimate of the SMC from Di Teodoro et al. (2019)
of 2.4 × 109 M� (within ∼4 kpc) and use the value from Erkal et al.
(2019) of 1.38+0.27

−0.24 × 1011 M� for the LMC. With these values and
the definition of on-sky centres by Paturel et al. (2003), we obtained
a separation between their centres of ∼24.3 kpc, which then implies
an SMC tidal radius of rt ≈ 5.0 kpc or ≈4.5 deg. This corresponds
to a much smaller radius than that for which we find SMC stars, that
could imply that the disruption of the SMC goes really far inside
the profile of the galaxy as argued by De Leo et al. (2020). At the
same time, all of the features described in the previous section would
likely come from tidal disruption.

7 STELLAR POPULATI ONS STRUCTURE

A very interesting exercise is to look at the spatial distributions of
stars of different ages. This was done in Zaritsky et al. (2000) for
the internal parts of the SMC, where they show the highly irregular
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Figure 12. Hess diagrams of fields 142, 144, 139, and 150, without MW
subtraction. The red isochrones represent a typical old SMC population (see
Fig. 3 for properties). The black box is signalling the area used to count stars
around the MSTO (see profile of Fig. 11). The top diagrams are meant to be
compared with the bottom two. Field 139 shows no signs of either SMC or
any further stellar population (other than MW halo) in the MSTO area. Field
150 shows some faint SMC stars. The other two may contain stars belonging
to a structure further away from the MCs.

young population in contrast to the smooth older stellar population.
More recent studies for both Clouds can be found in El Youssoufi
et al. (2019) and del Pino (2019), using VMC and Gaia, respectively.
We know that interactions and subsequent disruption in galaxies
can trigger episodes of star formation. The MCs are known to have
ongoing star formation and a rich young stellar population across the
main bodies and along the Magellanic Bridge. On the other hand,
old stellar populations are good tracers of the formation and past
evolution of the galaxy, because they are the primary constituents of
the stellar haloes of galaxies. By comparing the spatial distributions
of young and old stellar populations, we can extract information on
the evolution of the galaxy, and, in particular, on the interactions with
the LMC.

For this purpose, we selected two different regions of the CMD
that are known to be inhabited by stars of clearly different ages. This
is shown in Fig. 14, where we present the CMD for field 3 with two
regions: the blue polygon representing the area where the young stars
(<2 Gyr) are taken from and the red polygon representing the area
from which we extract the older population (making sure we include
RGB and RC). Both regions are well separated from each other and

Figure 13. Comparison between the tidal debris produced by our in-house
simulation (background histogram) and the surface brightness extracted from
the SMASH fields (foreground octagons). Only the fields with SMC stars
have been coloured according to their MSTO stellar count. White octagons
represent fields for which no SMC contribution has been detected according
to the SB nor through a visual inspection of their CMDs.

Figure 14. Hess diagram of SMASH field 3 showing two dashed contours
that outline the regions used to calculate the on-sky densities of the two
different stellar populations. The blue region contains younger (<2 Gyr) SMC
MS stars, while the red one encapsulates intermediate age to old stars, along
with some contribution from the MW foreground.

avoid the lower MS part, where there is a degeneracy in the age of
the stars.

Fig. 15 shows the star count profile for the two populations as a
function of distance from the SMC centre. The younger population
is depicted in blue and the older one in red. The bulk of the young
stars is found in the inner 4 deg of the galaxy, with a very irregular
profile, as expected from the very perturbed gas reservoir of the
galaxy (Nidever et al. 2010). After that, the profile flattens out with a
very small contribution of these younger stars out to 8 deg. The only
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Figure 15. Star count profile of the SMC as a function of distance for the
two different populations inscribed by the regions shown in Fig. 14. The dark
blue points represent the counts for the young main-sequence population and
the red points represent the counts for the RGB/RC population of (older)
stars.

exception to this is field 18 at a radius of ∼5.5 deg, which corresponds
to a crowded region in the Magellanic Bridge with ongoing star
formation. The older population presents a less disturbed profile and
seems to dominate in the outer parts.

These distributions are consistent with the recent picture from the
OGLE survey around the MCs (Soszyński et al. 2019), that also
shows starkly different distributions between Cepheids (young) and
RR Lyrae (old) stars. Similarly, Mackey et al. (2018) found prominent
young stellar populations in the direction of the H I bridge between
the Clouds. This is in agreement with our fields 18 (see Fig. 3)
and 22 (last point at ∼8 deg in Fig. 15), which show very young
star formation. Mackey et al. (2018) also show that the intermediate
population (∼1–4 Gyr) do not have the same distribution as the older
population. Unfortunately this difference is not highlighted by our
study.

To make this analysis more quantitative, we took the data for
both populations and fitted them using the same approach as for
the elliptical profile in Section 4. For the old/intermediate RGB
population, we find a scale length of h = 1.50 ± 0.06 deg, much
larger than that of the galaxy found previously in Section 4. We
also find a lower Sérsic index of n = 0.82 ± 0.02 and an almost
negligible eccentricity e = 0.05 ± 0.01. The young population
follows a far more irregular profile, which is not fitted properly
with either a circular or an elliptical shape. The values given by the
MCMC algorithm show a steeper Sérsic profile with n = 1.68 ± 0.03
and much more concentrated with h = 0.107 ± 0.008 deg, as well
as showing a slightly higher eccentricity to that of the galaxy at
e = 0.183 ± 0.005. However, this fit does not reflect all the small-
scale structure of the young population and it is also not able to
reproduce the young Magellanic Bridge feature. Even when this is
not the appropriate treatment for the later population, combining
these results with the view offered in Fig. 15, we show that the
young population is much more concentrated in the inner parts of
the SMC.

8 C O N C L U S I O N S

We conducted a careful analysis of 36 unprecedentedly deep CMDs
of the SMC and its periphery obtained from images secured with the

DECam at the CTIO-4m Blanco telescope as part of the SMASH
survey. We analysed the CMDs to determine the most accurate
surface brightness profile of the SMC to date, constraining its extent
with a careful decontamination process to remove MW foreground
stars. Gaia DR2 proper motion measurements were used to remove
the foreground contamination by the 47 Tuc GC using the distinct
proper motions between the SMC and the GC to disentangle the two
populations. We also measured the proper motions of both systems
in the field of the cluster to be (μαcos δ, μδ) = (0.547 ± 0.002,
−1.2453 ± 0.0013) mas yr−1 for the SMC and (μαcos δ, μδ) =
(5.252 ± 0.002, −2.494 ± 0.002) mas yr−1 for 47 Tuc. To decon-
taminate the SMASH data from foreground NGC 362 stars, we used
isochrone modelling, from which we reduced the uncertainty caused
by this cluster in the total surface brightness of its respective field
to 0.02 per cent. The rest of the decontamination process was done
using mock catalogues of stars and it has been checked to yield
consistent results throughout the fields.

The surface brightness profile of the SMC in polar coordinates
shows a very staggered outline, i.e. high dispersion from the fit
compared to the uncertainties, reaching as far out as 6–8 deg
depending on the direction.

We compared the two-dimensional shape of this profile with
simulations of a tidally stripped SMC with a mass of ∼ 109 M�
and found a similar debris extent. However, this mass represents the
present-day mass, indicating that the initial mass of the SMC is likely
to have been larger than previously thought. We interpret this as the
result of the interactions with the LMC.

In addition to the elliptical shape, we identified a faint feature
(∼31.9 mag arcsec−2) present in SMASH fields 8 and 17, with a
MSTO stellar density of ∼200 stars deg2 above the calculated limit
of the foreground population. This feature has recently also been
traced using RGB stars in Gaia DR2 data (Belokurov & Erkal 2019).
Its morphology is puzzling and a more contiguous coverage of the
region, at a similar depth, is required to evaluate its shape properly.

Additionally, we find two fields (142 and 144) with high values of
stellar density that we hypothesize might be showing the presence
of some kind of structure in the MW halo, despite not being able to
make robust conclusions about its nature.

Finally, we explored the relative distributions of young and
intermediate/old stars. The older populations show evidence of
continuous and smooth profile, with an almost circular structure with
scale length h = 1.50 ± 0.06 and shallow Sérsic index. However, the
young population presents a jump in the density at around 4 deg from
the SMC centre, and then a flat profile up to 8 deg from the centre.
We find that the young stellar part of the SMC has a scale length
of h = 0.107 ± 0.008. This length is shorter than that of the total
stellar surface brightness profile. This broken profile suggests that
the SMC contents are heavily disturbed, showing that the processes
affecting the outer H I morphology leave an imprint on the young
stellar component of the SMC.
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