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ABSTRACT
The thermal emission of dust is one of the most important tracers of the interstellar medium: multiwavelength photometry in
the far-infrared (FIR) and submillimetre (submm) can be fitted with a model, providing estimates of the dust mass. The fit
results depend on the assumed value for FIR/submm opacity, which in most models – due to the scarcity, until recently, of
experimental measurements – is extrapolated from shorter wavelengths. Lab measurements of dust analogues, however, show
that FIR opacities are usually higher than the values used in models and depend on temperature, which suggests that dust mass
estimates may be biased. To test the extent of this bias, we create multiwavelength synthetic photometry for dusty galaxies at
different temperatures and redshifts, using experimental results for FIR/submm dust opacity and then we fit the synthetic data
using standard dust models. We find that the dust masses recovered by typical models are overestimated by a factor of 2–20,
depending on how the experimental opacities are treated. If the experimental dust samples are accurate analogues of interstellar
dust, therefore, current dust masses are overestimated by up to a factor of 20. The implications for our understanding of dust,
both Galactic and at high redshift, are discussed.
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1 IN T RO D U C T I O N

Dust is an essential component of the interstellar medium (ISM)
despite making up a small fraction of its mass. In addition to
playing many roles in the physics and chemistry of the ISM –
such as H2 formation (e.g. Gould & Salpeter 1963; Wakelam et al.
2017), ice chemistry (Boogert, Gerakines & Whittet 2015), and
gas heating and cooling (Weingartner & Draine 2001a) – dust is
an essential observational tracer. Being well-mixed with interstellar
gas, it provides a proxy for the overall gas abundance (e.g. Bohlin,
Savage & Drake 1978; Liszt 2014), unlike emission lines such as
H I or CO, which trace gas only in the atomic or molecular phase,
respectively. Building on that, the dust mass is also used as a proxy
for star formation rate, which is assumed to scale with the gas mass.
Obtaining dust mass estimates in molecular clouds and on galaxy
scales is therefore a very important endeavour in both the local and
high-redshift Universe. This can be seen, for instance, in the so-
called ‘dust budget crisis’, where the dust mass estimates are higher
than can be comfortably explained by dust formation models (see
Sections 4.4 and 5).

� E-mail: lfanciullo@asiaa.sinica.edu.tw (LF); Francisca.Kemper@eso.com
(FK); Peter.Scicluna@eso.com (PS)

In the absence of bright background sources to measure extinction,
the only viable way to measure dust masses is to fit a thermal dust
emission model to an observed spectral energy distribution (SED).
Many dust models exist from which emission can be calculated
for given values of dust composition, grain size distribution, and
intensity of the interstellar radiation field, e.g. Desert, Boulanger &
Puget (1990), Zubko, Dwek & Arendt (2004), Draine & Li (2007),
and Compiègne et al. (2011); THEMIS (Jones et al. 2013, 2017).
However, when emission is limited to submillimetre (submm) and
far-infrared (FIR) wavelengths, it is common to use a simplified
model called a modified blackbody (MBB). In the optically thin
limit (which is usually satisfied in the FIR/submm), the flux density
for an MBB of temperature T at a distance D follows:

Fν(λ) = Md

D2
κ(λ) Bν(T ) (1)

where Md is the dust mass and κ(λ) is the wavelength-dependent
opacity in the form of a mass absorption coefficient (MAC), i.e. a
cross-section per unit mass (such as cm2 g−1). It is very common to
express the opacity as a power law: κ(λ) = κ0 (λ/λ0)−β , where κ0 is
the opacity at λ0. The value of λ0 can be chosen arbitrarily, although
typical choices coincide with the central wavelengths of known
FIR/submm broad-band filters in the submm like 160, 250, 500
(Herschel), and 850 μm (Planck, SCUBA2). The value of the power-
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law index β typically falls in the range of 1.5−2, but values between
1 and 3 have been reported (e.g. Smith et al. 2012; Clements et al.
2018). This type of MBB model with power-law opacity is meant to
fit emission from the large and cool dust grain that constitute the bulk
of dust mass, and it is used for λ > 50 μm (see e.g. Casey 2012).

Independently of the type of model used, a fit of dust thermal
emission requires that one specifies the dust opacity κ(λ): since FIR
opacity and emission are degenerate, the choice of opacity determines
the mass fit result. Despite its importance in SED fits, for a long time
FIR/submm opacities have remained poorly understood, largely due
to the scarcity of experimental spectra of candidate dust materials
in this wavelength range. Consequently, in many dust models, the
FIR/submm opacity is an extrapolation from shorter wavelengths
rather than an experimental quantity. For instance, the λ � 100 μm
opacity of the extremely successful Draine & Lee (1984) graphite and
silicate was obtained from the extrapolation of dielectric functions
calibrated to reproduce experimental and observational features at
λ � 100 μm; this remains true after several updates of the dust
properties (Li & Draine 2001; Draine et al. 2014). Over the past
few decades, however, the FIR/submm opacity of interstellar dust
analogues has been the subject of many laboratory studies, and the
experimental results are rather different from the typical opacity used
in models: they tend to be higher by up to an order of magnitude, they
often do not follow simple power laws, and they are dependent on
the temperature of the material (e.g. Mennella et al. 1998; Coupeaud
et al. 2011; Demyk et al. 2017a, b). Therefore, there is the possibility
that dust masses obtained by SED fits (e.g. Watson et al. 2015; Berta
et al. 2016; Nersesian et al. 2019; Aniano et al. 2020; De Looze et al.
2020) may be systematically wrong.

This paper aims to identify and quantify the potential bias on
dust masses in the following way: we use experimentally derived
κ(λ) to calculate a synthetic dust SED, we fit the result with a
standard method used in observational astronomy, and we compare
the parameters of the fit (dust mass and temperature and, where
applicable, β) to the parameters used in the construction of the
synthetic SED. The eventual differences between the parameters
used in the creation of the SED and those recovered by the fit are an
assessment of systematic bias in the dust mass determinations in the
nearby and distant universe. The method that we chose to recover
dust masses is an MBB fit.

The paper is organized as follows: Section 2 describes the exper-
imental κ(λ) selected from the scientific literature for the purpose
of this study, as well as our choice of the opacity to use in the
MBB fits. In Section 3, we present the synthetic SEDs built from
experimental opacities in the form of FIR/submm photometry for
model galaxies with different redshifts and temperature distributions.
Section 4 shows the results of the fits executed on the synthetic
photometry and compares the fit parameters to the ones used for
the construction. Section 5 discusses the relevance of the results in
an astrophysical context and examines the necessity of coherence
with other dust tracers. Finally, Section 6 summarizes our results and
points to future directions.

2 MATERIAL O PACITY DATA

2.1 Opacity data selection and main characteristics

To construct synthetic SEDs, we searched the scientific literature
for experimentally measured FIR/submm opacities for a variety
of plausible analogues of interstellar dust. We decided on three
requirements for these measurements: they must be available at
temperatures typical of the cold ISM (20 − 100 K); they must

cover the 50 μm−1 mm wavelength range; and the opacity must
be available as a MAC rather than a complex refractive index (n,
k). This latest requirement is due to the fact that, to our knowledge,
no carbon opacity in (n, k) form is publicly available for cryogenic
temperatures.1 The conversion between (n, k) and MAC is not trivial,
as it depends on the grains’ shape distribution and structure, such
as whether they form aggregates (e.g. Bohren & Huffman 1983;
Stognienko, Henning & Ossenkopf 1995, see also further discussion
in Section 3.1). We therefore chose to use only opacity in MAC
format in the present article for self-consistency.

Following these constraints, we made a final selection including
the work by Mennella et al. (1998) (hereafter M98), Demyk et al.
(2017a), and Demyk et al. (2017b) (hereafter D17A, D17B). These
three studies all show that opacity – both its absolute value and
its dependence on wavelength – is temperature-dependent. The dust
analogue materials from these studies are summarized in Table 1.
With the exception of the crystalline fayalite (FAY) and crystalline
forsterite (FOR), all materials studied are amorphous. Fig. 1 shows
the opacity for a subsample of the materials, where the dependence
of optical properties on composition and with temperature is evident.

The opacity depends not only on the material composition,
stoichiometry, and microscale structure (e.g. whether the material
is amorphous or crystalline) but also on the temperature and – for
Mg+Fe silicates – the oxidation state of iron. A dependence on
the synthesis technique is also observed, which is due to the fact that
different techniques may produce different structures on microscopic
scales. There is no obvious systematic description for this variation,
but a few trends have become evident over the years (e.g. Agladze
et al. 1996, M98; Coupeaud et al. 2011, D17A, D17B, see also Fig. 1):

(i) Opacity is independent of temperature up to λ ∼ 30 μm; for
longer wavelengths, the κ of amorphous materials is temperature-
dependent. This dependence is absent or less pronounced in crys-
talline materials.

(ii) For amorphous materials and for T > 30 K, the opacity
increases with temperature.

(iii) For T < 30, K the situation is less straightforward. Coupeaud
et al. (2011), D17A, and D17B find no change in opacity between
10 and 30 K; however, Agladze et al. (1996)2 find that in several
materials, opacity reaches a minimum at T ∼ 20 K and increases
again for T → 0.

(iv) Amorphous materials have higher opacity than crystalline
materials of the same stoichiometry.

(v) While silicate opacity changes depending on the iron content
and its oxidation state, no systematic trend in this change is apparent.

2.2 Opacity data reprocessing

The data as they are, coming from different labs and teams, have
been subjected to different types of reduction and can be difficult to
compare, so we reprocessed the data to make them more uniform.

1Zubko et al. (1996) did derive the (n, k) for three types of amorphous carbon
from the experimental MACs of Colangeli et al. (1995). These (n, k) data,
used in the Zubko et al. (2004) and Compiègne et al. (2011) dust models,
are, however, temperature-independent and we assume that they have been
measured at room temperature. The opacity for two of the Colangeli et al.
(1995) carbonaceous materials has been measured at cryogenic temperatures
by Mennella et al. (1998) but only in MAC format.
2We do not use Agladze et al. (1996) data in the present work because they
are available only in the 0.7–2.9 mm wavelength range, which is too long for
our purposes.
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Table 1. Table of materials. The opacity of all materials has been measured at T = 10, 30, 100, 200, and 300 K, with
the exception of the materials from M98, which have been measured at T = 24, 100, 160, 200, and 295 K.

Name Materiala Stoichiometry λ range References
(approximate) μm

ACb C, am – 20−2000 M98
BE C, am – 20−2000 M98
FOR Sil, cr Mg1.8Fe0.2SiO4 20−2000 M98
FAY Sil, cr Mg0.12Fe1.88SiO4 20−2000 M98
FAYA Sil, am Mg0.18Fe1.82SiO4 20−2000 M98
X35 Sil, am Mg2SiO4 5−1000 D17A
X40 Sil, am Mg1.5SiO3.5 5−1000 D17A
X50(A,B)c Sil, am MgSiO3 5−1000 D17A
E10(R)d Sil, am Mg0.9Fe0.1SiO3 5−1000 D17B
E20(R) Sil, am Mg0.8Fe0.2SiO3 5−1000 D17B
E30(R) Sil, am Mg0.7Fe0.3SiO3 5−1000 D17B
E40(R) Sil, am Mg0.6Fe0.4SiO3 5−1000 D17B

aLegend: C = carbon, Sil = silicate, am = amorphous, cr = crystalline.
bAlso called ACAR in M98.
cTwo different MgSiO3 samples, synthesized with different methods, were studied in D17A for comparison. Sample
X50A was made by melting oxides with a CO2 laser, same as X35 and X40; X50B was made by melting and quenching
SiO2 and MgCO3 in a crucible.
dTwo different samples were produced in D17B for each stoichiometry. In samples EXX (XX = 10, 20, 30, and 40), ferric
iron Fe3 + is dominant. Samples EXXR, produced by the reduction of EXX, are richer in ferrous iron Fe2 +.

Figure 1. Mass absorption coefficients κ for a subsample of the materials from the literature, interpolated to a common wavelength grid. Note that FAYA and
FAY have similar chemical compositions but are amorphous and crystalline, respectively (see Table 1).

Note that this reprocessing is for the sake of coding and compu-
tational simplicity in the subsequent analysis and does not affect
the validity of the physical results. The final product of the process
described in this section is a database of κ(λ) for different materials
and temperatures, regridded on a common wavelength array and with
missing data interpolated and smoothed out.

Some materials have gaps in their wavelength coverage due to
the exclusion of lower quality measurements. To remove these gaps,
we interpolate κ(λ) at fixed temperature using a simple power law
on wavelength. The sections of missing data cover relatively small
wavelength ranges, and, as such, we do not expect that this introduces
a significant source of uncertainty. Where the missing section is at

MNRAS 499, 4666–4686 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/499/4/4666/5912385 by guest on 10 April 2024



Systematic errors in dust fits 4669

Figure 2. Difference (percentage) between pre-smoothing and post-
smoothing opacity for E30R silicates and BE carbon. The grey shaded area
encloses variations of ±2 per cent.

the beginning or the end of the spectrum, and no interpolation over
wavelength is possible, we instead fill the gaps with an interpolation
over temperature. Since the relation between temperature and opacity
at fixed λ is roughly linear, as observed in M98, we use a linear
interpolation over T. This kind of interpolation can introduce a
discontinuity into the data, which we remove by smoothing κ(λ)
with a boxcar kernel using a width of 10 steps. We only smooth
over wavelength, since the data are much more densely populated in
wavelength (∼250 nodes per order of magnitude) than in temperature
(3–5 nodes per order of magnitude). The systematics introduced by
the smoothing are small; the value of opacity varies by less than 2
per cent in most cases (see Fig. 2).

In the case of M98 data, the lowest temperature available is 24 K;
we make the simplifying assumption that M98 opacities are constant
for T < 24 K, which is consistent with the Coupeaud et al. (2011),
D17A, and D17B observations that opacities are constant for T <

30 K. We will not use dust temperatures lower than 20 K in this paper;
thus, even if we expect that material opacities reach a minimum at
T ∼ 20 K as per Agladze et al. (1996), the error introduced by the
extrapolation is small, since it takes place near the minimum of a
function.

It should be noted that, since κ depends on the shape and structure
of the grains, using the values directly measured in the lab for our
work – as we do in Sections 3 and 4 – implicitly assumes that
interstellar grains have the same structure as the dust analogues,
i.e. irregularly shaped aggregates (see e.g. D17B). This is a good
approximation in cloud cores (e.g. Ormel et al. 2009; Köhler, Ysard

Figure 3. Laboratory-derived mass absorption coefficient (red and blue
curves) for the standard composition used in the present article. Pink, grey,
and black lines are κ values from the literature shown for comparison, with
circles indicating the (λ0, κ0) values. Some of the reference opacities are
power-law fits to the original (see text). References: WD01 = Weingartner
& Draine (2001b); James+02 = James et al. (2002, with error bars on κ0);
Beelen+06 = Beelen et al. (2006); BS07 = Bianchi & Schneider (2007);
DL07 = Draine & Li (2007); Compiegne+11 = Compiègne et al. (2011);
and Jones+17 = THEMIS (Jones et al. 2017).

& Jones 2015) but not necessarily in the diffuse ISM; Section 3.1
shows how we take this complication into account in our model.

2.3 Comparison with standard dust models

Fig. 3 compares the experimental opacity for our standard model
(70 per cent E30R silicate + 30 per cent BE carbon; see Section 3)
to a representative set of κ from published interstellar dust models.
We feature experimental opacity at two different temperatures – 30
and 100 K – to show its dependence on temperature. The comparison
opacities include three models calibrated on high-latitude Milky Way
dust: Draine & Li (2007), Compiègne et al. (2011), and THEMIS
(Jones et al. 2013, Jones et al. 2017); three models based on high-
redshift sources or analogues: Weingartner & Draine (2001b, the
Small Magellanic Cloud), Beelen et al. (2006, quasi-stellar objects
(QSOs)), and Valiante et al. (2011, supernova models); and one model
calibrated on nearby galaxies: James et al. (2002). In the case of the
Milky Way and Small Magellanic Cloud models, while the opacity
does not strictly follow a power law, it is still well approximated
by one; Fig. 3 therefore shows a power-law fit to the opacity of
Weingartner & Draine (2001b) (from Bianchi & Schneider 2007),
Draine & Li (2007), and Compiègne et al. (2011) (from Bianchi
2013), and THEMIS (from Galliano, Galametz & Jones 2018). As
can be seen from Fig. 3, the opacity we obtained from experimental
data is much higher than any we found in typical dust models; we
expect that any SED fit using the lab-derived opacity will therefore
give much different dust mass estimates.

In the rest of the paper, we use the opacity from James et al. (2002)
– κ0 = 0.7 ± 0.2 cm2 g−1 at λ0 = 850 μm, obtained by calibrating
dust opacity against 850-μm emission and estimated dust masses
from elemental depletion in 22 galaxies – as representative of typical
value from the scientific literature. This does not necessarily mean
that the James et al. (2002) determination is the most accurate among
those presented; however, since it falls in the middle of the range for
the κ values at 850 μm, it is a good choice for a representative value
of opacities from the scientific literature.
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3 MODEL: SYNTHETIC PHOTOMETRY

The purpose of our project is to construct dust emission photometry
for synthetic sources spanning a variety of temperature distributions
and redshifts and then fit said photometry with a representative dust
model from the astrophysical literature to test how the results depend
on the above factors. We model our sources as pointlike, to represent
unresolved galaxies, with dust masses of 108 M�. We use redshift
values ranging between 0 and 7 and dust temperatures between 20
and 100 K. We treat our galaxies as optically thin in the FIR/submm
(following da Cunha et al. 2013) and leave the optically thick case for
a follow-up. The redshift effects are calculated assuming a �CDM
cosmology with H0 = 70km s−1 Mpc−1, �M = 0.3, and a cosmic mi-
crowave background (CMB) temperature TCMB = 2.725 K at z = 0.

We compute our synthetic SEDs using a generalization of equa-
tion (1) to multiple materials and temperatures; for κ(λ), we use the
smoothed lab opacities described in Section 2. For a redshift z, we
then have:

Fν(λ) = 1 + z

D2
L

Md

nT∑
i=1

ξi Bν

(
λ

1 + z
, Ti

) nmat∑
j=1

ηj κj

(
λ

1 + z
, Ti

)

(2)

where λ is the wavelength in the reference frame of the observer.
In this equation, the dust is composed of nmat different species,
each with its own temperature-dependent opacity κ j and weighting
fraction ηj; the temperature distribution is discrete, and each of the nT

temperatures has a weighting fraction ξ i. For simplicity, in the present
work, we use the same temperature distribution for all dust species.3

The distance factor is (1 + z)/D2
L, where DL is the luminosity

distance (Peacock 1999). We arbitrarily set DL = 100 Mpc for z = 0.
At high z, equation (2) needs an additional wavelength-dependent
correction to account for the CMB background subtraction, as
explained in Section 3.3.

Following typical Milky Way dust models (e.g. Weingartner &
Draine 2001b; Compiègne et al. 2011), we decided to make our model
70 per cent silicates and 30 per cent carbon in mass. While there is
no assurance that this composition would be realistic for the early
Universe, the limited knowledge available about high-redshift dust
means that high-z galaxy SEDs are often fit using models calibrated
on the local Universe (e.g. Berta et al. 2016; Magdis et al. 2017). In
the present work, we use the amorphous carbon BE from M98 and
the amorphous silicate E30R (partly reduced Mg0.7Fe0.3SiO3) from
D17B. The choice of a Mg-Fe silicate is motivated by elemental
abundances as measured from depletion, which suggest that the
atomic fraction of Mg in dust is similar or slightly larger than that
of Fe (e.g. Compiègne et al. 2011; Jones et al. 2013, and references
therein). Beyond this, the choice is somewhat arbitrary. We also
tested different material compositions for comparison, keeping the
same silicate/carbon ratio, and found that the results do not vary
significantly.

After creating the synthetic SEDs, we turn them into multiband
photometry through convolution with FIR/submm filter profiles. The
filters available in our online scripts are the following:

(i) Herschel PACS blue (λ = 70 μm), green (100 μm), and red
(160 μm);

(ii) Herschel SPIRE 250, 350, and 500 μm;
(iii) SCUBA2 450 and 850 μm bands;

3Note that the way equation (2) is written – the sum on materials being inside
the sum on temperatures – imposes that all materials have the same Ti and ξ i.

Table 2. Table of filters used.

Band Central λ Adopted confusion limita

(μm) (mJy/Beam)

PACS70 70.00 0.1
PACS100 100.00 0.3
PACS160 160.00 1.0
SPIRE250 250.00 6.0
SPIRE350 350.00 6.0
SPIRE500 500.00 7.0
SCUBA2 450b 450.00 0.5
SCUBA2 850 850.00 0.7
ALMA 10 344.89 –
ALMA 9 441.52 –
ALMA 8 743.90 –
ALMA 7 872.76 –
ALMA 6 1286.66 –
ALMA 5 1476.81 –
ALMA 4 2067.53 –
ALMA 3 3074.79 –

aSource for Herschel bands: Herschel Observers’ Manual, Section 4.3: ht
tp://herschel.esac.esa.int/Docs/Herschel/html/Observatory.html. Source for
SCUBA2 bands: Dempsey et al. (2013).
bSCUBA2 filters are not used in this article but are available in the online
scripts.

(iv) ALMA bands 3–10, using the default setting for continuum
observations in the ALMA Observing Tool4 for Cycle 6.2 (see Table 2
for the values of these default settings).

In the present work, we show only the results for Herschel and
ALMA bands, which overall cover the wavelength range between
70 μm and 3.1 mm (see Table 2), although each SED uses only a
fraction of the bands. The band selection process for each SED is
explained in Section 3.4.

3.1 Grain structure effects: raw versus reduced opacity

Using an experimentally derived MAC as the opacity implies that the
dust in our model has the same properties as the samples studied in
a laboratory setting. To what point this implicit assumption is valid
will be examined in this section. Lab samples typically consist of
irregularly shaped (‘fluffy’) aggregates of many particles, which have
a higher FIR opacity per unit mass than the individual grains would
have (e.g. Ormel et al. 2011; Köhler et al. 2015; Ysard et al. 2018).
Most interstellar dust models – especially those calibrated on high-
latitude Galactic emission – assume separate, and usually spherical,
dust grains. Therefore, at least part of the difference between the κ

of experimental studies and that of typical models comes from the
assumed grain structure. On the other hand, experimental opacity
is not influenced by grain size in our case: dust in the M98, D17A,
and D17B experimental data is in the Rayleigh regime (particle much
smaller than the wavelength) where grain size has no effect on opacity
per unit volume. Therefore, we only need correct for the effect of
aggregates, not for dust size distribution.

It is debatable whether single-grain opacity or aggregate opacity is
best suited to modelling full galaxies, as in the present paper. Many
dust models are developed to fit high-latitude dust emission from
the diffuse ISM and assume individual grains. On the other hand,
in dense environment, such as the interior of dark clouds, grains are
expected to form aggregates (Stepnik et al. 2003; Ysard et al. 2013),

4https://almascience.eso.org/tools/proposing/observing-tool
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Figure 4. Opacity correction effects (compare Fig. 3). Top: Pre- and post-
reduction experimental κ (red and blue), compared with the James et al.
(2002) value (black). Bottom: ratio of post-reduction to pre-reduction κ .

and the dense ISM represents a large fraction of the Galactic ISM
mass (e.g. Draine 2011).

None the less, it will be informative to repeat our analysis with a
‘reduced’ version of our MACs to correct for the effect of aggregates
and see what the Mfit/Mreal ratio (i.e. the ratio between the mass fit
result Mfit and the ‘real’ mass Mreal used in the SED production)
would be in a hypothetical aggregate-poor galaxy. We follow the
modelling of aggregate opacity from Ysard et al. (2018), which has
the advantage of not being strongly dependent of the characteristics
of the aggregate. Ysard et al. (2018) show, in their figs 7 and 8,
that the FIR MAC – or κ – of aggregates initially increases with
the number of grains involved, but quickly plateaus. This opacity
plateau is at a value ∼2 × the one of individual grains for silicates,
and ∼3 − 4 ×, with a shallow dependence on wavelength, for carbon
(specifically aromatic amorphous carbon or a-C). We create a second
set of ‘reduced opacity’ synthetic photometry where we divide the
silicate MAC by 2 and the carbon MAC by 4, so that the fit results will
provide a conservative dust mass estimate. As shown in Fig. 4, the
thus-reduced opacity is still ∼5 × higher than the James et al. (2002)
value at 850 μm (as opposed to the ∼19 × value for unmodified
opacity). Fig. 4 also shows that, since the opacities of the two dust
components (E30R and BE) are reduced by different factors, the
overall change in κ is not a simple rescaling but it is wavelength-
dependent. In the rest of the article, we will refer to the modified κ

as ‘reduced opacity’ and to the unmodified κ as ‘raw opacity’.

3.2 Single-temperature versus two-temperature dust

The simplest model we can make is one where all dust is at the
same temperature. Such a model is appropriate for λ � 100 μm and
for typical ‘cold dust’ temperatures, but a significant contribution
from warm dust – e.g. stochastically heated small grains – is
expected at shorter wavelengths (see e.g. Compiègne et al. 2011;
Jones et al. 2013). We could simply limit our analysis λ ≥ 100 μm,
but for warmer dust (T � 40 K), the SED emission peak would
fall outside this wavelength range, resulting in badly constrained fit
parameters. To extend our fit to λ < 100 μm, we need to add a second,
warm dust component. Therefore, in addition to the synthetic pho-
tometry for single-temperature dust in the 100 μm < λ < 1000 μm
range, we also created photometry for two-temperature dust in the
50 μm < λ < 1000 μm range, consisting of a cold component with
a temperature of 30 K and a warm component with a temperature of

100 K. We vary the warm mass fraction fw between 10−4 and 0.3.
Note that the qualifiers ‘single temperature’ and ‘two temperature’
refer to the models used to create the synthetic photometry and not
to the model used to fit it: both photometric sets are fit using a
single-temperature MBB (see Section 4).

3.3 The effect of the cosmic microwave background

One of the main distinctions between dust studies at low and
high redshift is the effect of the CMB. In the local Universe, the
temperature of interstellar dust is high enough (∼ 20 K) that thermal
dust emission is easily detectable against the CMB. At high redshift,
where TCMB increases proportionally to 1+z, the CMB can reach
temperatures comparable to those of dust in the local Universe (e.g.
TCMB = 16.35 K at z = 5). This has two main consequences (da
Cunha et al. 2013):

(i) Because of heating by the CMB, dust at high z is warmer
than its equivalent in the local Universe (i.e. dust receiving the same
amount of heat from starlight; see Fig. 1 in da Cunha et al. 2013);

(ii) Since dust emission is always measured against the CMB, the
SED from high-redshift sources can significantly decrease after back-
ground subtraction.5 This effect is stronger at longer wavelengths, so
the post-subtraction SED is bluer than the intrinsic one.

In the present work, we can ignore the first effect, since we set
the dust temperature rather than calculating it from an interstellar
radiation field. We decided to exclude only the unphysical situation
where Tdust < TCMB, as is the case for T = 20 K at z = 7. As we
will see in Section 3.4, our band selection criteria ensure tighter
constraints than that.

The effect of background subtraction needs to be properly im-
plemented in our model, which is done by multiplying the flux from
equation (2) by a wavelength-dependent corrective factor. For single-
temperature dust and in the optically thin case (da Cunha et al. 2013),
this factor is

F observed
ν

F intrinsic
ν

= 1 − Bν[TCMB(z)]

Bν[Tdust(z)]
. (3)

From equations 17 and 18 of da Cunha et al. (2013), a multitemper-
ature generalization can be recovered:

CCMB = F observed
ν

F intrinsic
ν

= 1 − Bν[TCMB(z)]∑nT

i=1 ξi Bν[Tdust,i(z)]
(4)

where nT is the number of dust temperatures included and ξ i is
the correspondent mass fraction (note that the corrective factor is
always smaller than unity). Our final synthetic SEDs are therefore
the product of equations (2) and (4).

3.4 Model uncertainties and band selection

3.4.1 SED uncertainties

The source of uncertainty in our model emission is the uncertainty
on the experimental κ themselves. This uncertainty includes a
statistical and a calibration component. The opacities from D17A

5This effect may be counterintuitive, since the TCMB observed from Earth is
always 2.725 K. An alternative way of visualizing this is that, e.g. 30 K dust
at z = 5 has apparent temperature of 5 K when observed from Earth, due to
the redshift, and is therefore hard to observe against a 2.725 K background. In
the limit case where CMB heating is dominant, dust has the same temperature
as the CMB and it is therefore undetectable against it.
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and D17B have a statistical (relative) uncertainty of 0.03 cm2g−1 and
a calibration (absolute) uncertainty of 10 per cent or better. Since
our final product will be broad-band (synthetic) photometry, we
decided to neglect the statistical uncertainty, which is smoothed
out by integration over the photometric band, and keep only the
calibration component. The uncertainty for M98 opacities is not
mentioned in the article, but fig. 9 on the same paper shows error bars
of ∼10 per cent at λ = 2 mm. Since the uncertainty on opacity tends
to increase with wavelength, we adopted a systematic uncertainty of
10 per cent on the M98 values as a conservative estimate.

An additional uncertainty on the lab-measured opacity is the
change on the value of opacity after smoothing (Section 2.2). This
change is usually less than ±2 per cent and never larger than ∼5
per cent and it is narrow-band in nature, so it can be neglected without
significant effects on the present study.

A final source of uncertainty on the opacity comes from the
interpolation on temperature (Section 2.2). Unfortunately, this spe-
cific uncertainty is extremely hard to estimate, since the physical
mechanism of temperature-driven variations in dust opacity is not
yet fully understood (see e.g. D17B, Section 4.2). We decided to
neglect this source of uncertainty in the present work and we caution
readers that the error bars for our models may be underestimated
when the model temperatures are far from the temperature measured
in the lab (see Table 1).

3.4.2 Creating synthetic observations

Since our aim is to create synthetic photometry for our objects as
they would be observed with Herschel, SCUBA2, and ALMA, we
need to account for the effect of instrumental limitations.

The precision of ALMA observations is primarily determined
by exposure time. Since typical proposals aim for 5–10 per cent
uncertainties, we decided to adopt a 10 per cent uncertainty on the
flux on these bands. The noise for Herschel and SCUBA2 is more
complex: due to their larger beams, their noise cannot descend below
a minimum level determined by the unresolved background sources
(the so-called confusion noise; see Table 2). Since our observations
are supposed to be point sources, we adopt the noise on one beam
as the overall confusion noise. Yet another source of uncertainty is
calibration. For Herschel, this amounts to 5 per cent on PACS bands
(Poglitsch et al. 2010) and 5.5 per cent on SPIRE bands (SPIRE
Handbook v3.1, Valtchanov 2017, Section 7.1); for SCUBA2, the
value is 12 per cent at 450 μm and 8 per cent at 850 μm (Dempsey
et al. 2013).

We calculate the overall uncertainty on the synthetic fluxes with a
Monte Carlo run of 10 000 cases. In each iteration, the deviations due
to systematic uncertainties (material opacity uncertainty, instrumen-
tal calibration) are identical on all relevant bands, while the deviations
due to stochastic uncertainties (photon noise, confusion noise) are
independent from one band to another. For each photometric band, we
selected the 16th, 50th, and 84th percentiles6 of the 10 000 iterations
and we took the 50th percentile, i.e. the median, as the value of the
observed flux. It was our intention to take the difference between
50th and 16th percentile (84th and 50th percentile, respectively) as
the one-sigma negative (positive) error bar, but after noticing that the
error bars were close to symmetric around the median, we decided
to use the half difference between 84th and 16th percentile as the
(symmetric) photometric uncertainty.

6Corresponding to the centre−1σ , centre, and centre+1σ of the distribution
if it were a Gaussian.

3.4.3 Band selection

The signal-to-noise (S/N) ratio for the synthetic fluxes varies signifi-
cantly across bands; at high redshift and low temperatures, especially,
there are several ‘non-detections’ (bands with an S/N ratio lower than
3). It was therefore necessary to select the bands to be used in the fit.
We kept those bands where the S/N ratio is at least 3 and where the
central wavelength does not fall below a rest value of 100 μm (50 μm
for two-temperature models; see Section 3.2), since our model is not
realistic at wavelengths shorter than that threshold value. We fit only
those models that have four or more bands left after selection; thus,
we discarded the models with T = 20 K at z ≥ 6 and the model with
T = 25 K at z = 7. The final fit-ready models have between 4 and 8
bands each.

4 FI T RESULTS A ND DI SCUSSI ON

The synthetic photometry produced in the previous section has to
be interpreted. We will obtain typical dust observables – mass,
temperature, and emissivity index β – by fitting the synthetic fluxes
with a typical model: an MBB with a power-law opacity plus a CMB
correction for high-redshift objects, i.e. the product of equations (1)
and (3), where Tfit replaces Tdust (see e.g. da Cunha et al. 2013). As
mentioned in Section 2.3, we use the κ0 from James et al. (2002)
– 0.7 cm2 g−1 at λ0 = 850 μm – as representative of where opacity
values from the literature tend to group (see also Fig. 3).

4.1 Fitting procedure

Our fit treats mass, temperature, and β as free parameters. In the
remainder of the paper, we use the terms Treal and Mreal for the
temperature and dust mass used in the creation of the synthetic
photometry, and the terms Tfit, Mfit, and βfit for the temperature,
mass, and β obtained from the fits (note that there is no β real because
the opacity used for the synthetic SED is not a simple power law). It
is assumed in our fits that the redshift of the source is known.

The fit uses Markov Chain Monte Carlo (MCMC) algorithms to
carry out Bayesian inference. We fit the three parameters Tfit, βfit,
and log10(Mfit) using flat priors with the following bounds: TCMB(z)
< Tfit< 300 K, 0.5 < βfit < 4, and 35 < log10(Mfit) < 45, where Mfit

is in grams so that ∼ 50 M� < Mfit< 5 · 1011 M�. Tests made using
non-flat priors on Tfit and βfit do not significantly improve the results
and, in fact, can significantly skew the temperature determination.
We chose to run our fit with 30 walkers over 1000 steps, with a burn-
in of 200. Test runs show that these numbers converge to the same
results as longer runs using 100 walkers, 104 steps, and a burn-in
of 1000. The fiducial value and (asymmetric) uncertainties on each
parameter are obtained from the 16th, 50th, and 84th percentiles
of the MCMC final sampling, as in Section 3.4.2. In this case, the
positive and negative error bars are not always similar, so we keep
both the positive and negative uncertainties on the fit parameters.

To test the reliability of our fitting routine, we also performed
fits on a ‘test’ SED that has the same opacity as the fitting model:
κ = 0.7 cm2 g−1 at λ0 = 850 μm, with a value of 1.5 for β. As shown
in Appendix A, test fits for single-temperature dust generally obtain
correct values for Mfit, Tfit, and βfit.

4.2 Bias in recovered dust masses

For the photometry using the raw opacity, fit results are shown in
Figs. 5 (dust mass), 6 (temperature), and 7 (power-law index β).
The figures show a representative subset of the results as a function
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Systematic errors in dust fits 4673

Figure 5. Mass fit results for our dust model (70 per cent E30R silicate, 30 per cent BE carbon) as a function of z, for Treal between 20 and 100 K. The last
panel shows a superposition of all previous plots (minus error bars) for comparison purposes. The equality line Mfit/Mreal = 1 is shown as a dashed line. The
error bars do not include the 30 per cent uncertainty that comes from the James et al. (2002) κ0 itself (see text). Said uncertainty affects all values in the same
way and therefore does not change the trends shown in the figure.

of both Treal and z. The most striking feature of these fits is that
they overestimate the dust mass by a factor of ∼20, independent
of redshift. We would expect the ratio Mfit/Mreal to increase with
Treal, since dust opacity increases with temperature; however, the
trend is not readily visible in the data. While the median Mfit/Mreal

increases from ∼15 at Treal = 20 K to ∼22 at Treal = 100 K, the error
bars on Mfit – especially at high temperature – are comparable with,
or larger than, this difference. We conclude that the temperature
dependence of opacity has little impact on Mfit compared to the
uncertainties of the fit itself. The uncertainty on the Mfit/Mreal ratio
is dominated by the uncertainty on the James et al. (2002) κ0 value
itself, 0.7 ± 0.2 cm2g−1. This gives a ∼30 per cent uncertainty on
all determinations of Mfit/Mreal which, being systematic, affects the
ratio at all temperature in the same way.

In contrast with the results for Mfit, Tfit remains consistent
with Treal, although above ∼ 50 K the error bars on Tfit increase
significantly. The sign of Tfit − Treal depends on redshift, which is
probably an indirect effect of z affecting the SED sampling: the same
instrumental bands correspond to different (rest frame) wavelengths
at different redshifts. The values of βfit all fall in a physically plausible
interval of 1–2. A tendency of βfit to decrease with Treal can be
observed for those redshifts where Tfit > Treal at high temperature;
this is likely an effect of the degeneracy between T and β in MBB
fits. At high redshift, where β is not well constrained, this tendency
is no longer evident.

The fit results for the reduced opacity photometry are shown in
Figs 8 (Mfit) and 9 (Tfit and βfit, compared to the results for the raw
κ). The value of Mfit, although smaller than in the case of raw opacity,
remains 4–7 times higher than Mreal. Since these results are for the

case with reduced opacity, they should be seen as a lower limit to
Mfit, at least within our modelling framework. The opacity correction
does not have a large influence on the other fit results (see Fig. 9):
the values for Tfit are indistinguishable from those Section 4.2, and
while the index βfit is slightly higher in the reduced opacity case –
due to the fact that the larger correction was for carbon, which has a
shallower dependence on λ – the difference is of the order of 1σ .

4.3 Shorter wavelength fit: two-temperature synthetic
photometry

As explained in Section 3.2, if we want to fit shorter wavelengths
(λ � 100 μm, where the emission for warm dust is expected to peak),
we need to add a warmer dust component. In this section, we will
examine the fit results on a mixture of 30 K and 100 K dust. Fig. 10
shows how the SED shape changes as the mass fraction of warm dust,
fw, increases. The fit was performed in the same way as in Section 4.2
but including bands with λ ≥ 50 μm (the limit of validity for MBB
fits as per da Cunha et al. 2013). Due to the discrete nature of the
photometric bands used, this does not necessarily mean that all fits
include λ ∼ 50 μm (rest frame) data. The SEDs to fit were calculated
using the reduced opacity described in 3.1, and therefore our values
for Mfit in this section represent a conservative estimate.

The fit results are shown in Figs 11 (Mfit) and 12 (Tfit) as a function
of fw and z. Both Mfit and Tfit have much smaller error bars than in
the case of single-temperature dust (Section 4.2), likely due to the
inclusion of shorter wavelengths in the fit. We can observe a general
trend of Mfit first decreasing, then increasing again with fw, which
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Figure 6. Same as Fig. 5, but showing Tfit rather than Mfit. The equality line Tfit = Treal is shown as a dashed line.

Figure 7. Same as Fig. 5, but showing β rather than Mfit.
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Figure 8. Same as Fig. 5 (Mfit plot) but including a correction on the opacity to account for grain fluffiness.

is an artefact of fitting the SED with a single-temperature model.
For small values of fw, the results are very close to those for single-
temperature 30 K dust, but as fw increases, the SED increases at short
wavelength first (Fig. 13), which results in a higher Tfit and – to
preserve the long-wavelength photometry – a lower Mfit. After fw

increases above a few percent, the long-wavelength part of the SED
increases as well, which results in a higher Mfit. Note that the lowest
Mfit is still about twice the value of Mreal: even in the most favourable
scenario where we use reduced opacity and a warm dust component
lowering Mfit, the fit overestimates dust masses.

While in most cases Mfit/Mreal tends to ∼5 for small fw, i.e. the
same value as for single-temperature 30 K dust, the case of z = 7
is peculiar and shows a higher value of ∼10. This is because our fit
slightly underestimates Tfit (Fig. 12)7 and Tfit ∼ TCMB (which for z =
7 is 21.8 K), so the correction for the flux lost to CMB subtraction
(see Section 3.3) is overestimated. Since cases where Tfit ∼ TCMB are
unlikely at high redshift, we do not expect this effect to have practical
consequences on dust mass fits.

4.4 Simulating very high-z fits: two-band photometry

The observation and mass determination of dust in very high-
redshift galaxies (z � 6 − 7) are an important endeavour in current
astrophysics: dust emission is used as a tracer of star formation
and gas mass, and therefore it is an important messenger of galaxy
evolution in the Universe. Another source of interest for high-z dust

7The difference between Tfit and Treal is likely a consequence of fitting
a power-law opacity to dust with a non-power-law κ . If so, the sign and
magnitude of Tfit–Treal depend on the shape of κ(λ) and therefore, ultimately,
on dust composition.

is the so-called ‘dust budget crisis’: interstellar dust is thought to
form mainly in the atmosphere of evolved stars but, since at z = 7,
the Universe is only ∼700 Myr old: the dust masses derived at
high redshift are too large to be explained that way unless one
invokes unrealistic star formation rates (e.g. Morgan & Edmunds
2003; Rowlands et al. 2014; Watson et al. 2015). In an attempt to
resolve this tension, supernova ejecta (e.g. Dwek et al. 2014) and
dust growth in the ISM (Michałowski 2015; Mancini et al. 2015;
Popping, Somerville & Galametz 2017) have been suggested as
additional dust sources, but there are doubts on the efficiency of
both these pathways (Ferrara, Viti & Ceccarelli 2016; Ginolfi et al.
2018). The dust budget crisis applies not only to the early Universe
but also to the local Universe (e.g. Temim et al. 2015; Srinivasan et al.
2016).

Unfortunately, the data for very high redshift galaxies tend to be
very sparse, with sometimes as few as one or two photometric bands
per galaxy. This is the case for two of the most prominent examples
of dusty galaxies at z > 7: A1689-zD1 (z = 7.5, Watson et al.
2015; Knudsen et al. 2017) and B14-65666 (‘Big Three Dragons’;
z = 7.15, Hashimoto et al. 2019). Since there are too few data
points for a regular MBB fit, the dust mass must be recovered
with an alternative method, described in Knudsen et al. (2017) and
Hashimoto et al. (2019): a value of β is chosen, which is then
used to calculate a theoretical curve for the flux ratio of the two
bands as a function of temperature, under the assumption that the
emission follows an MBB and taking the CMB background into
account (Section 3.3). The intersection of this curve with the observed
flux ratio gives the estimate of Tfit. Finally, given an assumed dust
opacity, the value of Mfit is then the one that correctly reproduces the
galaxy’s infrared luminosity, together with the β and Tfit determined
above.
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Figure 9. Applying the opacity correction does not influence Tfit. It increases
βfit slightly on average (∼ 1 σ ). The colour code used is the same as Figs 5–8.

Given the importance of dust mass determination at high redshift,
we decided to test this mass-fitting technique as we did for the
‘regular’ MBB fit. We fit two bands of our synthetic dust photometry
employing the same technique described above, with one modifi-
cation – since we are not interested in the infrared luminosity as a
quantity, after determining Tfit, we obtain Mfit from a minimum-χ2

fit to the photometry, where the dust mass is the only free parameter.
We decided to focus on the most used ALMA bands – band 7, 6, and
3 – meaning that we tested three two-band combinations: bands 7
and 6, bands 6 and 3, and bands 7 and 3. As can be seen in Table 3,
the central rest-frame wavelength for these bands is always longer
than 100 μm, so we are justified in using a single-temperature model.
Note that neither Knudsen et al. (2017) nor Hashimoto et al. (2019)
used band 3: we use this band not to test preexisting results but to
verify its viability for these kinds of fits. We use the same set of β

values as Knudsen et al. (2017) and Hashimoto et al. (2019), i.e. 1.5,
1.75, and 2.

Figs 14 and 15 show Mfit and Tfit, respectively, for reduced opacity
dust at z = 6 and 7. The main result from the previous sections –
that masses are usually overestimated – is still true in most cases;
the choice of bands used, however, is very influential. For ALMA
bands 7 and 6, Mfit/Mreal is independent of β and has a value of
∼6−10 (slightly higher than for the reduced opacity standard fit),
with a shallow dependence on Treal. When fits include band 3,
however, Mfit/Mreal is larger for high β and can increase by over
one order of magnitude as β goes from 1.5 to 2. Since band 3 has

Figure 10. Dust emission SED for two-temperature dust for increasing
values of fw (see text). The two-temperature SEDs are in black; the lozenges
show the corresponding photometry, and the red curves are the single-
temperature fit to it. The position of the fit’s peak is marked by a red disc.
The grey vertical line shows the λ = 50 μm limit.

the longest wavelength, our tentative conclusion is that the choice of
β in two-band fits becomes more important when one samples the
long-wavelength end of the SED. This result is reminiscent of that
of Bianchi (2013), who examined the combined effects of β and κ0

in MBB fit and found that using too high a β leads to overestimating
dust masses, unless κ0 is decreased accordingly.

At low temperature (Treal � 30 K), the fit results behave peculiarly
and deserve a closer look. For β = 2, Mfit/Mreal is much higher than
one could expect from the rest of the plot; for β = 1.5, on the other
hand, Mfit/Mreal is especially low and can be close to unity. Both
cases can be explained by a biased value of the CMB correcting
factor CCMB (equation 4), which is very sensitive to small variations
of Tfit when Tfit ∼ TCMB. As one can see in Fig. 15, fits with β = 2 have
indeed the lowest Tfit, always lower than Treal and sometimes close to
the CMB temperature. Fits with β = 1.5, on the other hand, can have
a Tfit significantly higher than Treal, especially for the ALMA 6 +
ALMA 3 combination. None the less, since typical dust temperatures
at z > 6 are higher than 30 K (e.g. Watson et al. 2015; Hashimoto
et al. 2019), these low-temperature effects are unlikely to play a role
in actual high-z fits.

In conclusion, our attempts at reproducing the two-band, high-z fits
by Knudsen et al. (2017) and Hashimoto et al. (2019) using ALMA
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Systematic errors in dust fits 4677

Figure 11. Mfit results of one-temperature fits to the two-temperature SEDs, using bands with λ ≥ 50 μm. Showing results for the reduced-opacity dust.

Figure 12. Tfit results of one-temperature fits to the two-temperature SEDs, using bands with λ ≥ 50 μm. Showing results for the reduced-opacity dust. The
two horizontal dashed lines show temperatures of 30 and 100 K.
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Figure 13. Contribution of the warm (100 K) dust component to the total
SED as a function of wavelength and fw. Showing results for the reduced-
opacity dust. Note that the curves are not perfectly smooth, due to the small
features present in the experimental opacities.

bands 6 and 7 show the same bias as the mass fits from previous
sections or higher (Mfit/Mreal∼6−10 as opposed to the ∼4−7 from
Section 4.2). We have also shown that a two-band fit including
longer wavelengths, such as band 3, would be much less efficient
at constraining dust masses.

4.5 Alternative opacities from the scientific literature

Although the opacity from James et al. (2002) is a good representative
of ‘classic’ FIR/submm opacity, as explained in Section 2.3, one
may be interested in seeing what results would be obtained with
other, more commonly used models. In this section, we offer a quick
comparison with two other models: Draine & Li (2007) (hereafter
DL07) and Compiègne et al. (2011) (hereafter C11).

As explained in Bianchi (2013), the DL07 opacity can be ap-
proximated as a power law with β = 2.08 and κ0 = 4 cm2 g−1 at
λ0 = 250 μm. This corresponds to a κ of 0.3 cm2 g−1 at 850 μm. A
free-β fit using this opacity would result in a higher Mfit/Mreal than
obtained in the previous sections by a factor of 7/3. This is not entirely
surprising, since the DL07 model has been noted to overestimate
dust masses because of its very low FIR opacity (Fanciullo et al.
2015; Planck Collaboration XXIX 2016). One additional issue is
that the approximate DL07 β is higher than the best-fitting β for our
synthetic SEDs (Fig. 7). As pointed out in Section 4.4, a wrong value
of β can influence Mfit/Mreal just as a wrong value of κ0, e.g. using
too high a β results in overestimating Mfit/Mreal. This means that the
aforementioned increase by a factor of 7/3, without considering β

effects, is in fact a conservative estimate.
In the case of C11, the power-law approximation has β = 1.91

and κ0 = 5.1 cm2 g−1 at λ0 = 250 μm, resulting in a 850 μm opacity
of 0.5 cm2 g−1. The difference in κ0 alone means that the Mfit/Mreal

from Sections 4.2–4.4 would be 40 per cent higher if we had used the
C11 opacity. This model’s β of 1.91 is also higher than the typical
βfit, meaning that this, too, is a conservative estimate. In conclusion,
using either the DL07 or C11 dust model would result in a greater
Mfit/Mreal value than using James et al. (2002), though more so for
DL07.

The comparison with C11 is also interesting for the reason that
this model has one material in common with our synthetic SEDs:
BE carbon, although it uses the single-temperature (n, k) data from
Zubko et al. (1996) rather than the temperature-dependent MAC from

M98. 8 One might wonder, therefore, why the C11 κ is so much lower
than even the reduced opacity we use. There are two main reasons
for this:

(i) We use a different method to convert BE opacity from the raw
experimental value to the ‘reduced’ version. Our method was chosen
partly for computational simplicity, but it also underlies a different
set of assumptions about grains properties (see below).

(ii) C11 use the same silicate as Li & Draine (2001). The
FIR/submm opacity of these silicates is extrapolated from shorter
wavelengths and it has been shown to underestimate experimentally
measured silicate κ (see e.g. D17B).

To expand on the first reason mentioned, the effects of aggregate
formation on opacity are strongly dependent on the method used
for the calculation (e.g. Kruegel & Siebenmorgen 1994; Stognienko
et al. 1995; Ysard et al. 2018). The opacity in C11 is obtained via Mie
theory from the BE (n, k) data by Zubko et al. (1996), derived from
the experimental MAC using a modified Continuous Distribution of
Ellipsoids (mCDE, adapted from the CDE in Bohren & Huffman
1983, with increased weighting for elongated particles). The C11
model assumes that grains are compact and spherical. Compactness
is a common assumption for the high-latitude diffuse ISM, but not
necessarily true over an entire galaxy, as discussed in Section 3.1.
Furthermore, it is known that interstellar grains are not spherical
even in the diffuse ISM, and one effect of non-sphericity is to
enhance FIR/submm opacity (e.g. Hildebrand & Dragovan 1995;
Guillet et al. 2018). Therefore, one may reasonably expect the C11
model to underestimate the actual FIR/submm opacity of interstellar
dust. The question of whether our own method for ‘reducing’ κ

(see Section 3.1) may instead overestimate opacity is legitimate, but
to test it would require to recover (n, k) data from the cryogenic
M98 MACs, and is therefore outside of the scope of this paper. We
underline again that a separate-grain dust model is not necessarily a
more realistic choice than an aggregate model when averaging over a
galaxy, although most works that derive dust masses in galaxies use
diffuse-ISM, spherical-grain dust models with FIR opacities in the
same order of magnitude as C11 (e.g. Berta et al. 2016; Nersesian
et al. 2019; Aniano et al. 2020; De Looze et al. 2020). If a significant
fraction of dust emission comes from aggregates, the results in this
kind of work would be biased.

5 A STRO PHYSI CAL I MPLI CATI ONS

Our main conclusion is that current dust mass fits could be
overestimating dust masses by a factor of ∼2 to ∼20, depending
on the physical properties and temperature distribution of interstellar
grains; e.g. the presence of a warm dust component or the use of
reduced opacity – meant to represent single-grain dust, rather than
the aggregates found in laboratory conditions – results in lower dust
masses. The measurement of interstellar dust masses is essential to
many astrophysical endeavours. For instance, dust mass is used as a
gas mass tracer via the dust-to-gas ratio, which is assumed to scale
with the metallicity, although this relationship breaks down at low
metallicity (Rémy-Ruyer et al. 2014). Then, the gas density/mass

8Although the Colangeli et al. (1995) materials for which Zubko et al.
(1996) calculate (n, k) are supposedly the same studied by M98 at cryogenic
temperatures, the long-wavelength MAC in Colangeli et al. (1995) does not
match the M98 MAC for the same material at any temperature, except as a
first-order approximation. Therefore, the comparison between M98 and the
Zubko et al. (1996) refractive index is not straightforward.
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Table 3. Rest wavelengths for the filters used in the two-band fits.

Band: ALMA 7 ALMA 6 ALMA 3

Central λ (μm), z = 0 872.76 1286.66 3074.79
z = 6 124.68 183.81 439.26
z = 7 109.09 160.83 384.35

is assumed to scale with the star formation rate via the Kennicutt–
Schmidt law, so that dust mass measurements at a range of redshifts
probe the star formation history of the Universe. Therefore, our
results have far-reaching implications.

An example of these implications is the so-called ‘dust budget
crisis’ introduced in Section 4.4: the dust masses currently estimated
at z > 5 are not compatible with standard dust production channels
and require an overhaul in our models of the initial mass function
for star formation, of supernova production rates, or of dust growth
in the ISM. Overall, the dust production rate would need to increase
by one to two orders of magnitudes, as shown by Rowlands et al.
(2014). The growth of dust grains through accretion in the ISM has
been proposed as a solution (e.g. Mancini et al. 2015; Michałowski
2015; Popping et al. 2017), but there are doubts on the efficiency
of accretion at high z, where high dust temperatures due to the
CMB (see Section 3.3) keep the desorption time-scale for accreted
materials short (Ferrara et al. 2016). The dust budget crisis is not
only a problem at high redshift; it is observed, e.g. in the Magellanic
Clouds (SMC, LMC). As explained in Srinivasan et al. (2016) using
the dust mass fits by Gordon et al. (2014), the dust replenishment
time-scale in the SMC from stellar sources alone is expected to be
larger than the dust destruction time-scale and, in the worst-case

scenario, longer than the lifetime of the Universe. Similarly, the ratio
between the best LMC dust mass estimate by Gordon et al. (2014)
and the dust injection estimates by Riebel et al. (2012) results in an
LMC replenishment time-scale of 34 ± 8 Gyr, exceeding the age of
the Universe. Both the high redshift and the local Universe, therefore,
show a dust budget crisis that could be alleviated – and, in the best
case scenario, fully resolved – if the actual dust masses turned out
to be lower than currently estimated, as our results suggest. More
specifically, Rowlands et al. (2014) mention that dust opacity needs
to be increased by just a factor of 7 to solve the high-redshift crisis
(provided dust destruction by SNe is not efficient); in the LMC,
the aforementioned replenishment time-scale would decrease to less
than 2 Gyr if the dust mass were decreased by a factor of 20.

One caveat on our findings is that the experimental opacities are
influenced by the size, shape, and structures of the grains studied
(see Section 3.1). While we can neglect grain size, being in the
Rayleigh regime, the fluffy aggregates typical of lab materials have a
higher opacity per unit mass than isolate grains. Our reduced opacity
attempts to correct for aggregates, but the effect of clustering on
opacity is very model-dependent (see also Section 4.5). However, it is
debatable to what point opacity reduction is needed when modelling
the SED of a full galaxy, which is bound to contain aggregates.

Another issue to consider is that, due to the lack of constraints
on the interstellar dust composition, the materials we employ may
not be the same that compose actual interstellar dust, so they may
have a higher opacity than that of the actual components. However,
our findings are not limited to a composition of 70 per cent reduced
Mg0.7Fe0.3SiO3 silicate (E30R) and 30 per cent amorphous carbon
(BE); fit results are qualitatively the same for every combination
of materials we tried, as mentioned in Section 3. If we assumed

Figure 14. Mfit results for the ‘two-band fit’ described in the text for z = 6 (left) and 7 (right). The horizontal dashed line corresponds to Mfit/Mreal = 1. Note
that the vertical scale is different in each row.
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Figure 15. Tfit results for the ‘two-band fit’ described in the text. The horizontal dotted line corresponds to TCMB at that redshift. The dashed line corresponds
to Tfit = Treal.

that a difference in opacity between interstellar and laboratory
materials contributes to the high values of Mfit/Mreal, this would
require that interstellar dust have a lower opacity than any material
of similar stoichiometry we have been able to produce so far. This
said, it is important to look for independent confirmation for our
low dust masses by checking, for instance, if our revised masses
are consistent with other dust tracers, such as dust extinction and
elemental depletion.

The comparison of dust mass estimates from emission and extinc-
tion in the local Universe gives ambiguous results. Traditional models
are capable of fitting dust extinction and emission simultaneously in
the Milky Way (Fanciullo et al. 2015), but on the other hand, their
FIR/submm opacity is too low to justify the polarization fraction in
emission observed by Planck (Guillet et al. 2018). The comparison
of FIR emission and NIR extinction in M31 also suggests that the
FIR opacity of most dust models is too low, at least compared to the
NIR/optical opacity (Whitworth et al. 2019, and references therein).

Dust masses estimated from metallicity and elemental depletions
are generally considered to be consistent with the values (and
therefore the opacities) of preexisting dust models. For instance,
the James et al. (2002) opacity we used in the present work was
found by calibrating two-temperature MBB fits of galactic SEDs with
observed elemental depletion, and more recent re-analyses prefer, if
anything, even lower opacities (e.g. Clark et al. 2016). However,
large uncertainties remain in this kind of mass determination. For
instance, Kewley & Ellison (2008) find that the choice of calibration
can introduce a scatter of 0.7 dex (or about a factor of 5) in the
determination of the absolute metallicity of outer galaxies.

Considering the ambiguous results obtained when comparing our
dust masses to those obtained with other dust tracers, further work

is needed to reconcile the different estimates. In particular, it will be
necessary to review the assumptions used in the cross-comparison of
dust tracers to see whether other systematic errors may be present.

6 C O N C L U S I O N S A N D F U T U R E WO R K

We built a model of FIR/submm dust emission using the opacity of
dust analogues measured in the lab (M98, D17A, D17B). We then
fit the synthetic SEDs with a model typically used by observers,
an MBB with a power-law opacity, to test whether the fit could
recover the mass and properties of the simulated dust. We used the
opacity from James et al. (2002) – 0.7 ± 0.2 cm2 g−1 at 850 μm – as
representative of typical dust models. We have found that these fits
overestimate dust masses by a factor of 10−20 or 2−5, depending on
the assumptions on grain structure (porous or compact, respectively).
This is comparable to the excess dust mass observed in the ‘dust
budget crisis’ in both the local and the high-redshift Universe. These
large fit masses are mainly due to the higher opacity of lab materials
compared to that assumed in typical MBB models. The other large
difference between experimental and extrapolated dust opacity –
the increase of κ with temperature – has a comparatively minor
effect in the range of temperature we studied (≤100 K). We were
unable to estimate the temperature-dependent increase of opacity
since it appears to be smaller than the uncertainties on the MBB fits
themselves, especially at high temperature. In contrast with the mass
fit results, the fitted temperatures are consistent with Treal, and βfit

remains within a realistic range of values.
It should be noted that, while Mfit/Mreal is model-dependent, our

main result – that Mfit is significantly higher than Mreal – remains
valid for all the combinations of redshift, temperature distributions,
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fitting methods, and material compositions that we tried. Therefore,
while the composition of interstellar dust may differ from the ones
we chose, that would not solve the central issue of this work. No
matter which explanation of the high Mfit/Mreal one takes to be closer
to correct, our results show that two branches of dust astrophysics –
model fitting and laboratory analyses – have worked independently
of each other to give contradictory results, and this contradiction
needs to be resolved if we want to understand interstellar dust.

Comparison with other dust tracers, such as dust extinction and
elemental depletion, gives ambiguous results, as some are consistent
with significantly reduced dust masses while others are apparently
not. This underlines the need for a more complete cross-checking of
dust mass estimates to search for possible systematics. Furthermore,
the model used to produce synthetic SEDs in this paper is quite sim-
ple, and follow-up works will endeavour to take steps towards greater
realism, such as relaxing the assumption of optically thin sources,
using more complete temperature distributions, and calculating the
dust MAC from the refractive index (n, k) of the materials to have a
better control over grain shape effects.
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Compiègne M. et al., 2011, A&A, 525, A103 (C11)
Coupeaud A. et al., 2011, A&A, 535, A124
da Cunha E. et al., 2013, ApJ, 766, 13
De Looze I. et al., 2020, MNRAS, 496, 3668
Dempsey J. T. et al., 2013, MNRAS, 430, 2534
Demyk K. et al., 2017a, A&A, 600, A123 (D17A)
Demyk K. et al., 2017b, A&A, 606, A50 (D17B)
Desert F. X., Boulanger F., Puget J. L., 1990, A&A, 500, 313
Draine B. T., 2011, Physics of the Interstellar and Intergalactic Medium.

Princeton , NJ
Draine B. T. et al., 2014, ApJ, 780, 172
Draine B. T., Lee H. M., 1984, ApJ, 285, 89
Draine B. T., Li A., 2007, ApJ, 657, 810 (DL07)
Dwek E., Staguhn J., Arendt R. G., Kovacks A., Su T., Benford D. J., 2014,

ApJ, 788, L30
Fanciullo L., Guillet V., Aniano G., Jones A. P., Ysard N., Miville-Deschênes
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APPENDIX A : FIT SELF-CONSISTENCY TEST

A sanity check for our fitting script is to ensure that it recovers the
real values of dust mass and temperature when the optical properties
used to make and fit the SED are the same. We created a set of
‘test’ SEDs, following the same procedure described in Section 3
but using the opacity from James et al. (2002) – κ = 0.7 cm2 g−1 at
λ0 = 850 μm. Since β is a free parameter in the fit, its value can
be chosen arbitrarily for the test model; we adopted a value of 1.5.
The modified blackbody is not limited to wavelengths ≤ 1000 μm,
as was the case for D17A,B data, so the SEDs in this section tend
to have more bands (between 4 and 11). The fit results are shown in
Figs A1–A8; these include the results for single-temperature dust,
two-temperature dust, and two-band high-redshift fits.

In the case of single-temperature dust (compare Section 4.2), the
values of Mfit, Tfit, and βfit from the fit of the test SED correspond
to Mreal, Treal, and β real within the uncertainties, as can be seen in
Figs A1–A3. The highest redshifts (z = 5 and 7) tend to have less
precise results, but they still recover the real parameter values within
the error bars.

The fit results for two-temperature dust (compare Section 4.3) are
shown in Figs A4–A6 for Mfit, Tfit, and βfit, respectively. For small
values of fw, the fit recovers the correct results: Mfit/Mreal ∼ 1, Tfit

∼ Treal of the cold component, and β ∼ 1.5. As fw increases, we
see that both Mfit/Mreal and β decrease and then increase again in a
qualitatively similar way to the fits in Section 4.3, although the shape
of the curves so defined – and especially the depth and location
of their minima – strongly depends on z. This redshift dependence
is probably a consequence of the fact that the same bands probe
different rest wavelengths at different z.

The fits to the high-redshift, two-band photometry (compare
Section 4.4) are shown in Figs A7 (Mfit/Mreal) and A8 (Tfit). For
ALMA bands 6 and 7, the correct dust mass is recovered for all
values of β, with the exception of high-β, low-Treal cases where
CCMB is underestimated. For all other band combinations, while the
β = 1.5 fit gives – unsurprisingly – perfect results, larger values of
β result in systematically overestimated dust masses.
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Figure A1. Mass fit results for our test model (MBB with κ0 = 0.7 cm2 g−1 at λ0 = 850 μm, β = 1.5) as a function Treal and z (compare Fig. 5. The equality
line Mfit/Mreal = 1 is shown as a dashed line).

Figure A2. Same as Fig. A1, but showing Tfit rather than Mfit. The equality line Tfit = Treal is shown as a dashed line.

MNRAS 499, 4666–4686 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/499/4/4666/5912385 by guest on 10 April 2024



4684 L. Fanciullo et al.

Figure A3. Same as Fig. A1, but showing β rather than Mfit. The dashed line shows the value of βreal = 1.5.

Figure A4. Same as Fig. A1, but showing Mfit for the two-temperature model.
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Figure A5. Same as Fig. A4, but showing Tfit rather than Mfit. The two horizontal dashed lines show temperatures of 30 and 100 K.

Figure A6. Same as Fig. A4, but showing β rather than Mfit.
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Figure A7. Mfit results for high-redshift, two-band fits (compare Fig. 14).

Figure A8. Same as Fig. A7, but for Tfit results.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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