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ABSTRACT
We characterize the conditional distributions of the H I gas-to-stellar mass ratio, RH I ≡ MH I/M∗, given the stellar mass, M∗,
of local galaxies from M∗ ∼ 107–1012 M� separated into centrals and satellites as well as into late- and early-type galaxies
(LTGs and ETGs, respectively). To do so, we use (1) the homogeneous ‘eXtended GALEX Arecibo SDSS Survey’, xGASS
(Catinella et al. 2018), by re-estimating their upper limits and taking into account them in our statistical analysis; and (2) the
results from a large compilation of H I data reported in Calette et al. (2018). We use the RH I conditional distributions combined
with the Galaxy Stellar Mass Function to infer the bivariate MH I and M∗ distribution of all galaxies as well of the late/early-type
and central/satellite subsamples and their combinations. Satellites are on average less H I gas-rich than centrals at low and
intermediate masses, with differences being larger for ETGs than LTGs; at M∗ > 3−5 × 1010 M� the differences are negligible.
The differences in the H I gas content are much larger between LTGs and ETGs than between centrals and satellites. Our
empirical H I Mass Function is strongly dominated by central galaxies at all masses. The empirically constrained bivariate MH I

and M∗ distributions presented here can be used to compare and constrain theoretical predictions as well as to generate galaxy
mock catalogues.

Key words: methods: statistical – galaxies: fundamental parameters – galaxies: general – galaxies: ISM – galaxies: luminosity
function, mass function.

1 IN T RO D U C T I O N

The evolution of galaxies depends on the interplay of many complex
processes. Among them: gas cooling within dark matter haloes,
transformation of the cool atomic hydrogen (H I) gas into cold
dense molecular hydrogen (H2) clouds, the formation of stars in
the densest regions of these clouds, and the ulterior feedback that
stars and their explosions exert on the interstellar medium (for a
review, e.g. Mo, van den Bosch & White 2010). Therefore, the
amounts of H I and H2 gas relative to the stellar mass, morphological
type, optical colours, and other galaxy properties, are crucial for
understanding the evolutionary stage of local galaxies (see e.g. Lagos
et al. 2011, 2014). It is also well known that the environment, in
particular whether a galaxy is central or satellite (e.g. Kauffmann
et al. 2004; Boselli & Gavazzi 2006; Davies et al. 2019), plays a
role in the evolution of galaxies, so that information on the gas
fractions of galaxies as a function of environment is also relevant
(e.g. Brown et al. 2017; Stevens et al. 2019, and more references
therein).

Although H I gas is the dominant component in the interstellar
medium of local galaxies (Fukugita, Hogan & Peebles 1998), its
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detection is not easy because of its weak 21-cm emission line.
Great efforts have been made to build large radio H I surveys as
the H I Parkes All-Sky Survey (HIPASS; Meyer et al. 2004) and
Arecibo Fast Legacy ALFA Survey (ALFALFA; Giovanelli et al.
2005; Haynes et al. 2011). However, these blind radio surveys
are not yet as deep and do not cover such large areas as the
optical/infrared extragalactic surveys, and are affected by strong
selection effects. Thus, the inferred H I gas scaling relations, H I

velocity function, as well as other correlations and H I spatial
distributions, result biased if based on detections only (cf. Meyer
et al. 2007; Haynes et al. 2011; Huang et al. 2012; Papastergis
et al. 2013; Maddox et al. 2015; Guo et al. 2017; Calette et al.
2018). So, volume corrections or strategies like H I spectral stacking
(e.g. Brown et al. 2015) are required to infer approximations to
the intrinsic relations and distribution functions. Another way to
attempt to overcome the strong selection effects of blind H I radio
surveys is to construct ‘well controlled’ H I samples by means of
radio follow-up observations of optically selected galaxy samples
(e.g. Wei et al. 2010; Papastergis et al. 2012; Catinella et al.
2013, 2018; Kannappan et al. 2013; Boselli, Cortese & Boquien
2014a; Eckert et al. 2015; Stark et al. 2016; van Driel et al.
2016; Masters et al. 2019). These samples were designed for a
variety of scientific goals, and as a result they are diverse and
heterogeneous, covering different stellar mass ranges, distances, and
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H I flux detection limits, and commonly they are far from complete
in stellar mass.

1.1 The HI conditional distributions of late and early-type
galaxies

In Calette et al. (2018, and with updates in Rodrı́guez-Puebla et al.
2020, hereafter Papers I and II, respectively), we undertook the task
of compiling and homogenizing from the literature many H I galaxy
samples such the ones listed above (including most of them), with the
additional requirement of information on galaxy morphology being
available. The latter was done as the H I gas content of galaxies
strongly depends on morphology, hence it is more appropriate to
analyse it separately for galaxies of at least two broad morphological
groups. We took into account the reported upper limits for the radio
non-detections, and after homogenizing them to a distance of ∼25
Mpc and similar signal-to-noise ratio detection limit we applied a
survival analysis to determine gas correlations. As a result, we were
able to constrain not only the mean MH I–M∗ relation for late- and
early-type galaxies (LTG and ETG, respectively) down to M∗ ∼107

M�, but the respective conditional probability density distribution
functions (PDFs) of MH I given M∗, P (MH I|M∗). From these PDFs,
one can calculate any moment of the distributions, in particular
the standard deviation around the mean relation, as well as the
percentiles.

In Paper II, we used the well-constrained Galaxy Stellar Mass
Function (GSMF) for all, LTG and ELTs down to ∼107 M� computed
there, and combined them with the P (MH I|M∗) distributions to
generate the bivariate (joint) M∗ and MH I distribution function. By
projecting this bivariate distribution into the H I axis, we obtained
the H I MFs, for LTGs and ETGs, as well as for all galaxies. We
have shown that our empirical H I MF (corresponding to a volume-
limited sample complete above MH I ∼ 108 M�) agrees well with
those measured from blind radio surveys.

In Paper I, we showed that the conditional PDFs of the H I-to-
stellar mass ratio, RH I ≡ MH I/M∗, given M∗ can be well described
by a Schechter-type function for LTGs (see also Lemonias et al. 2013)
and a (broken) Schechter-type function plus a top-hat function for
ETGs, having the latter significantly lower values of H I gas content
than the former at fixed stellar mass. In Fig. 1, we reproduce these
P (RH I|M∗) distributions as a function of M∗, left-hand and medium
panels, along with the respective logarithmic mean RH I–M∗ relations
and standard deviations (first and second moments of the log RH I

distributions), solid lines and shaded regions, respectively. The thick
dashed lines are the corresponding medians. While for LTGs, both
the mean and median RH I–M∗ relations are similar, for ETGs, they
differ, specially at the high-mass side. The right-hand panel shows
the resulting RH I conditional PDFs for all galaxies as well as the
respective first and second moments. We infer the RH I conditional
distribution for all galaxies by using the fractions of ETGs and LTGs
as a function of M∗ from the Sloan Digital Sky Survey (SDSS) based
on the Huertas-Company et al. (2011) morphological classification,
corrected for volume completeness (see Paper II for details).

1.2 The HI gas content of central and satellite galaxies

The P (RH I|M∗) distributions and the main relations shown in Fig. 1
do not distinguish between central and satellite galaxies. Though it is
not clear whether the H i gas fraction of galaxies correlates directly or
not with the large-scale environment (see Paper I for a discussion, and
the references therein), at the level of central and satellite galaxies,
there are differences with latter having lower H I gas contents at a

given stellar mass than the former (e.g. Brown et al. 2016; Stark et al.
2016, but see Lu et al. 2020).

The goal of this paper is to introduce adequate functions to our
empirical H I conditional PDFs for LTGs and ETGs in such a way
that they can be separated into central and satellite galaxies. For this,
we will use the recent H I observational survey eXtended GALEX
Arecibo SDSS Survey (xGASS; Catinella et al. 2018). xGASS is
an homogeneously constructed H I, ultraviolet, and optical galaxy
sample with well defined limits in RH I, M∗, and volume. Since this
survey was constructed from SDSS, most of the galaxies can be
separated into centrals and satellites making use of the Yang et al.
(2007, 2012) halo-based group definition applied to SDSS. Thus,
from xGASS, we calculate the ratios of central and satellite to total
RH I conditional PDFs as a function of M∗ for both LTGs and ELTs.
These ratios are applied to our empirical LTG and ETG RH I PDFs
to separate them into centrals and satellites.

This paper is organized as follows. In Section 2, we describe the
xGASS survey and our processing, in particular for the upper limits.
Section 3 presents the results of our statistical analysis of xGASS:
the H I-to-stellar mass relations for LTGs and ETGs separated into
centrals and satellites, as well as the respective H I conditional PDFs
and join fits of analytic functions to these. In Section 4, we use the
xGASSH I conditional PDFs to separate the distributions constrained
in Papers I and II into centrals and satellites. By combining these
distribution with the GSMF, we construct the full bivariate (joint)
M∗ and MH I distributions of all galaxies as well as of subsamples
of centrals/satellites, LTGs/ETGs, and their combinations. Section 5
is devoted to discussing the caveats and implications of our results.
Finally, in Section 6, we present a summary of the paper and the
conclusions.

2 A NA LY SIS O F TH E xGASS SURV EY

The survey xGASS (Catinella et al. 2018) is an RH I-limited census
of 1179 galaxies selected by redshift and M∗ in the ranges 0.01 ≤
z ≤ 0.05 and 109 M� ≤ M∗ ≤ 1011.5 M�, respectively. The sample
galaxies were drawn from the intersection of SDSS DR7 (Abazajian
et al. 2009), GALEX (Martin et al. 2005), and projected ALFALFA
footprints (Haynes et al. 2011). The xGASS consists of two samples:
(1) GASS (Catinella et al. 2010, 2012, 2013), a sample of galaxies
with M∗ > 1010 M� and redshift 0.025 ≤ z ≤ 0.05, and (2) the low-
stellar mass extension of GASS (hereafter low-GASS Catinella et al.
2018), a sample of galaxies with stellar masses in the range 109 M�
≤ M∗ ≤ 1010.2 M� and redshift 0.01 ≤ z ≤ 0.02. Both samples were
constructed in such a way that the stellar mass distribution of the
targets is roughly flat. The xGASS survey is the most complete H I

observational study of a local optically based representative galaxy
sample to date.

In xGASS, the H I mass is obtained from the H I observations
of ALFALFA α.40 or the Cornell H I digital archive (Springob
et al. 2005). For galaxies with no H I information, observations were
performed using the Arecibo Radio Telescope with the strategy of
observing the targets until detected or until a limit of a few percent
in RH I ratio is reached. The detection limits for each sample are:

(i) GASS: RH I > 0.015 for galaxies with M∗ > 1010.5 M� and a
constant H I mass limit of MH I = 108.7 M� for galaxies with lower
stellar masses.

(ii) low-GASS: RH I > 0.02 for galaxies with M∗ > 109.7 M� and
a constant H I mass limit of MH I = 108 M� for lower mass galaxies.

The detection limits in RH I considered mainly the telescope
sensitivity, integration time, and the redshift range of the surveys.
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Figure 1. The RH I gas conditional PDFs of LTGs, ETGs, and all galaxies as a function of M∗ from Calette et al. (2018) and updated in Rodrı́guez-Puebla
et al. (2020). In the projected log RH I-log M∗ planes, the logarithmic mean relations and their standard deviation are shown with thick solid lines and shaded
areas, respectively. The dashed lines correspond to the medians instead of the logarithmic means. The magenta dashed and dot–dashed lines show the xGASS
detection limits, see Section 2.

2.1 Morphology and central/satellite designations for xGASS
galaxies

At fixed M∗, the gas content in galaxies varies significantly
with morphology (e.g. Kannappan et al. 2013; Boselli et al.
2014b; Calette et al. 2018). Thus, we introduce a morpholog-
ical characterization for xGASS galaxies that complements the
dependence on stellar mass. Here, we use the Huertas-Company
et al. (2011) automated morphological classification for ∼700 000
galaxies from the SDSS DR7 spectroscopic sample, where each
galaxy has a probability of being elliptical, S0, Sab, and Scd
by means of support vector machines method and the Fukugita
et al. (2007) sample as a training set.1 On the other hand, Meert,
Vikram & Bernardi (2015) calibrated Huertas-Company et al.
(2011) probabilities to T-types using a simple linear model given
by,

T = −4.6 · P (Ell) − 2.4 · P (S0) + 2.5 · P (Sab) + 6.1 · P (Scd).

(1)

The latter was constrained using the visual classification of Nair
& Abraham (2010) by a linear regression. Using equation (1) and
the probability classification from Huertas-Company et al. (2011),
we assign T-types to xGASS galaxies. Of the 1179 galaxies in the
xGASS sample, we find that 1150 are in the Huertas-Company
et al. (2011) morphology catalogue and only consider these for our
analysis.

We separate xGASS galaxies into two broad morphological
groups: LTGs and ETGs. We consider ETGs as those galaxies with T
< 0.5 and LTGs as those with T ≥ 0.5 following Meert et al. (2015).
The above corresponds respectively to S0 or earlier and Sab or later
morphologies, see their equation (8) for details.

1In Section 5.2.1, we discuss how our our results do change when applying
an alternative morphological classification scheme.

To segregate galaxies into centrals and satellites, we use the
xGASS flag env code B defined as2:

env code B =

⎧⎪⎪⎨
⎪⎪⎩

0 : satellite
1 : isolated central
2 : group central
−1 : not in group catalogue

We consider centrals those galaxies with env code B=1 or 2.
The term isolated central does not imply what typically is known
in the literature as an isolated environment but it refers to the
presence of only one galaxy within the halo. Satellites are those
with env code B=0. As described in Janowiecki et al. (2017), for
determining whether a galaxy is central or satellite in xGASS, the au-
thors used the Yang et al. (2007) halo-based group catalogue updated
to the SDSS DR7. For xGASS, the ‘modelB’ group catalogue was
adopted, and cases of ‘galaxy shredding’ and false pairs have been
resolved by visual inspection (see details in Janowiecki et al. 2017).
Fortunately, only a small fraction of xGASS galaxies, 2 per cent, are
not in the Yang et al. (2007) ‘modelB’ catalogue or suffer from
galaxy shredding and false pairs. Approximately 30 per cent of
xGASS galaxies are classified as satellites in groups, ∼ 50 per cent
as isolated centrals, and ∼ 20 per cent as centrals (the most massive
member) in groups. The central/satellite designation adopted for the
xGASS survey has been used in several works for studying the effects
of environment on the gas content of galaxies (e.g. Janowiecki et al.
2017, 2020; Stevens et al. 2019; Cortese et al. 2020; Watts et al.
2020). Nevertheless, it should be stressed that galaxy group finders
like the Yang et al. (2005, 2007) halo-based finder may suffer from
membership allocation and central/satellite designation errors. In
Section 5.2.2, we discuss this caveat and how it can affect the results
obtained in this paper.

2xGASS data description: https://xgass.icrar.org/assets/data/xGASS represe
ntative sample.readme
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Figure 2. Presentation of the xGASS sample. Panel (a): LTGs in the log RH I-log M∗ diagram, with centrals and satellites plotted as empty circles and crosses,
respectively. The downward arrows indicate the reported upper limits for non detected galaxies in radio. Dot–dashed and dashed lines show the imposed limit
detection in the GASS and the low-GASS samples, respectively. We reproduce the logarithmic mean of LTGs obtained in Papers I and II with blue solid line
(see also Fig. 1). Panel (b): Same as panel (a) but for ETGs. Panel (c): Fraction of LTGs that are satellites (circles) or centrals (squares) as a function of
M∗. The respective fractions as inferred from SDSS DR7 based on the Huertas-Company et al. (2011) morphological classification and the Yang et al. (2012)
central/satellite division are plotted with the dashed and solid lines, respectively. Panel (d): Same as panel (c) but for ETGs.

2.2 Final xGASS sample and selection effects

The final sample of xGASS galaxies with morphology and cen-
tral/satellite classifications includes 1134 objects. In panels (a) and
(d) of Fig. 2, we present these galaxies in the RH I–M∗ plane separated
into LTGs and ETGs, respectively. In each panel, central and satellite
galaxies are plotted with open circles and crosses, respectively,
and upper limits are shown with downward arrows. The number
of galaxies with upper limits is significant, 55 per cent for ETGs
and 17 per cent for LTGs. The dot–dashed and dashed lines show
the imposed detection limit in the GASS and GASS-low samples,
respectively. Most of the upper limits pile up close to these lines.
However, since galaxies are at different distances the distribution
of the upper limits is somewhat scattered. In the same panels, we
reproduce the logarithmic means of LTGs and ETGs obtained in
Papers I and II. Their corresponding RH I conditional distributions
at different stellar masses are shown respectively in panels (b) and
(e). In these panels, we also reproduce the xGASS detection limits.
Clearly the empirical distribution of RH I is truncated by the xGASS
detection limits. This truncation is abrupt for ETGs, which are even
above the first moments of the empirical RH I PDFs (the red solid line
in panel d).

An upper limit in H I mass is reported when a galaxy in a given
survey has not been detected in the 21-cm line for the defined

integration time and above a given signal-to-noise ratio. The H I

mass upper limit is calculated using the respective H I flux detection
limit and the distance to the galaxy, Mu.l.

H I ∝ D(z)2. When inferring
any correlation or probability distribution from MH I, it is mandatory
to account for upper limits. In Section 2.4, we describe the survival
analysis we follow to do so. In addition, it is important to note
that the xGASS upper limits are high and notably truncate the
low-side RH I distribution, specially for ETGs. This is due to the
large distances in this survey, in particular, for GASS. In fact, in
galaxy samples at closer distances than xGASS, a fraction of their
galaxies were detected in H I with RH I values below the xGASS
detection limits, for instance, in ATLAS3D (Cappellari et al. 2011;
Serra et al. 2012) and Herschel Reference Survey (HRS; Boselli
et al. 2010, 2014a). On the other hand, the H I detection limits of
these closer galaxy samples, after taking into account the differences
in the observational and instrumental settings, result in much lower
upper limits than those from xGASS, in particular, for the GASS
sample. Thus, the upper limits from xGASS are biased high due
to distance selection effect. Following Paper I and based on some
assumptions, in Section 2.3, we attempt to correct for this bias in the
upper limits.

Panels (c) and (f) of Fig. 2 present respectively the xGASS fraction
of LTGs and ETGs that are satellites, circles, or centrals, squares,
as a function of M∗. In the same panels, the solid lines correspond
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to fit to the satellite fractions for LTGs and ETGs from the Yang
et al. (2012) SDSS DR7 galaxy group catalogue (the dashed lines
are the respective central fractions and they are by definition the
complements of the solid lines; see Appendix A). At this point, it
is important to ask ourselves if xGASS suffers of selection effects
that could bias the sample by morphology (for the morphological
classification adopted here, i.e. Huertas-Company et al. 2011) and
by environment. A bias in the morphology is not relevant when
the inferred RH I–M∗ relations and RH I distributions are determined
separately for LTGs or ETGs. However, this possible bias is expected
to affect the relations and distributions for all, central, and satellite
galaxies when averaging among LTGs and ETGs.

In Fig. A1 in Appendix A, we compare the ETG and satellite
fractions as a function of M∗ from xGASSwith those measured from
SDSS DR7 (panels (a) and (d), respectively). As seen, the xGASS
fraction of satellites as a function of M∗ roughly agree with that from
the whole SDSS DR7 (the fraction of centrals is the complement).
However, this is not the case for the fraction of ETGs (the fraction of
LTGs is the complement): xGASS selects systematically a higher
fraction of ETGs than SDSS up to M∗ ∼ 1011 M�. Obviously,
the differences remain when considering only central or satellite
galaxies, but they are larger for satellites, compare panels (b) and
(c). For M∗ � 1011 M�, the difference inverts. Note that the flat
distribution in mass of xGASS is not an issue in Fig. 2 given that the
comparisons between fractions are at a given M∗.

For the inferences in Section 3 of the RH I–M∗ relations and RH I

distributions given M∗ corresponding to all galaxies (LTGs + ETGs),
to all centrals (LTGs + ETGs), and to all satellites (LTGs + ETGs),
we introduce weights for thexGASS galaxies in order to be consistent
with the fractions of ETGs as a function of M∗ for both the samples
of centrals and satellites from the SDSS DR7 (panels (b) and (c) of
Fig. A1). The weighting procedure is described in Appendix A.

2.3 Reestimating the H I upper limits

As mentioned above, when comparing the distribution of xGASS
galaxies in Fig. 2 with the respective empirical H I conditional PDFs,
shown in Fig. 1, we note that the xGASS detection limits truncate
significantly the H I conditional PDFs of ETGs (the corresponding
RH I–M∗ relation lies even below the detection limits). In contrast, for
LTGs the truncation is not significant given the high H I gas contents
for most of these galaxies. We ask ourselves: where would non-
detected ETGs in xGASS appear in the RH I–M∗ plane if they were
observed with the same instrument, observational setup, and allowed
signal-to-noise ratio but at lower distances? The thin dash-dotted and
dotted lines in Fig. 2, labelled respectively as 50 and 25 Mpc, show
the shift that the GASS and GASS-low detection limits would have at
these distances.3 We see that at a distance of ∼25 Mpc, the detection
limits lie now below the RH I–M∗ relation of ETGs. Fortunately, there
are close samples of ETGs with radio observations. As mentioned
above, this is the case of the ATLAS3D survey (median distance of
25 Mpc), which has been used in Paper I for reestimating the MH I

upper limits of GASS ETGs, and eventually, for assigning detection
values to a fraction of these upper limits.

Here, we follow a procedure similar as in Paper I for reestimating
the MH I upper limits of xGASS. We emphasize that the procedure
in Paper I is based on the assumption that the H I gas content at a
fixed M∗ of galaxies at distances ∼25 Mpc (the median distance of

3Notice that the GASS and the GASS-low samples are at a median distance
of 165 and 65 Mpc, respectively.

ATLAS3D) is statistically the same as that of galaxies up to 100–
200 Mpc (the distances of GASS galaxies). Under this assumption,
the H I observations for ATLAS3D (and also HRS) galaxies allowed
us to re-estimate in a statistical sense the RH I upper limits of GASS
galaxies and to assign (detected) MH I values to a fraction of them. Of
course, only future deeper radio observations for each galaxy could
provide a measure of its true H I mass or a new improved upper limit.
Performing a similar analysis to GASS-low will require information
of a survey such as ATLAS3D. Unfortunately, this survey extends
only down to stellar masses slightly smaller than ∼1010 M�, making
the extension to GASS-low impractical at this point.

In the case of LTGs, most of them are detected in GASS despite
their relatively shallow H I detection limit. On the other hand, for
LTGs there is not a closer and homogeneous sample similar to
ATLAS3D. Thus, in Paper I, we did not attempt to correct the upper
limits of LTGs from GASS by the distance effect. For GASS-low,
the fraction of radio-detected LTGs from closer samples below the
GASS-low detection limit is slightly larger than in GASS. The overall
fraction of upper limits for LTGs in xGASS is 17 per cent. Therefore,
following the above argument for ETGs, it would be desirable to
attempt to also re-estimate the upper limits of LTGs.

As mentioned above, there are not close samples, as ATLAS3D,
with more or less well-defined detection limits in RH I for M∗ < 1010

M�, both for ETGs and LTGs. However, we can use the empirically
constrained RH I distributions in Papers I and II to reestimate the
reported GASS-low upper limits due to their bias by distance. Even
more, to homogenize our procedure, we decided here to use these
empirical distributions for both xGASS ETGs and LTGs. For GASS
ETGs, the re-estimation of upper limits obtained here are very similar
to those in Paper I. Following the discussion above, in Appendix B,
we describe in detail our procedure to re-estimate the upper limits of
ETGs and LTGs for xGASS.

2.4 Statistical analysis including H I upper limits

In order to estimate fromxGASS, the RH I–M∗ relations separated into
central and satellite galaxies or, even more, the full RH I conditional
PDFs given M∗, as in Paper I, the upper limits should be taken
into account adequately. In observational Astrophysics, we are often
interested on particular astronomical objects (e.g. stars, galaxies,
etc) and in order to design samples to study them, we set a selection
criteria based on a given property, P1, to construct such observational
samples (for example stellar mass or luminosity). But there are
situations when we are also interested in another property, P2 (for
example H I content). Nevertheless, due to instrumental limitations,
we cannot always measure the property P2 in all objects, instead we
assign upper limits or ‘censored’ data values. In such situation, it is
necessary to build a parent sample based on a well studied property
P1 and then examine for the property of interest P2 from property
P1. The above description is exactly the case for the xGASS sample,
in which P1 = M∗ and P2 = MH I.

To use both detections and upper limits from xGASS, in this work,
we rely on Kaplan-Meier (KM) non-parametric estimator (Kaplan
& Meier 1958) specifically developed for the analysis of censored
data in clinical research, but properly adapted to astronomical
data by Feigelson & Nelson (1985). For a given sample, the KM
estimator allows us to obtain the cumulative distribution function
(CDF) when including censored data and from different statistical
estimators can be calculated. However, to obtain reliable results, it
is recommended that the fraction of censored data (upper limits)
be less than ∼ 50 per cent. We construct the RH I CDFs at different
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stellar mass bins. After applying the corrections to the ETG upper
limits (see Section 2.3), the minimum RH I values (censored data)
used in the KM estimator are around −3.0 < log RH I < −3.5, and
the CDFs at these values start with fractions typically of 0.3–0.4.
This means that around 30-40 per cent of ETGs have RH I upper
limits. As mentioned in the footnote of Appendix B0.1, in Paper I,
we assigned real values (detections) to these galaxies by assuming
they follow a top-hat function of width ∼1 dex below the minimum
upper limit value of the given mass bin. Our main argument was that
even quiescent ETGs should have H I gas fractions larger than a few
10−5, taking into account stellar mass loss and some eventual gas
capture from minor mergers and cosmic accretion.

3 R ESULTS FROM xGASS

3.1 Correlations for all, central, and satellite galaxies

In the upper panels of Fig. 3, we plot again the xGASS data as in
Fig. 2 but after applying to the upper limits the procedure described
in Section 2.3; we added a third panel showing the whole sample
(LTGs+ ETGs). For each M∗ bin of width �log M∗ = 0.31 dex, we
use the procedure based on the KM estimator described in Section 2.4
to calculate the mean logarithmic value of RH I and the standard
deviation at each M∗ bin. The results are plotted with circles and
error bars. For comparison, the thick solid line in each panel is the
respective logarithmic mean relation as obtained in Paper II and also
reproduced in Figs 1 and 2 above. For LTGs, xGASS is in very good
agreement with our empirical relation from Paper II. In the case of
ETGs, the averages of xGASS galaxies (after re-scaling the upper
limits by the distance bias) are slightly above than the corresponding
relation from Paper II but within the standard deviations. Note that
these upper limits lie now around the GASS and low-GASS detection
limits shifted to a distance of 25 Mpc.

In the right-hand panel of Fig. 3, corresponding to all galaxies,
we reproduce the logarithmic mean RH I values reported by Catinella
et al. (2018), violet squares. These authors calculated the means (i)
setting the H I mass of non-detections to their upper limit values (this
leads to overestimate the mean), and (ii) applying weights to correct
for the stellar mass bias of the sample, that is, to make the sample mass
complete in volume. Regarding (ii), it is not expected to be relevant
for the means calculated in small mass bins since the weights are
roughly the same for similar masses. At low and intermediate stellar
masses, our means are in good agreement with those from Catinella
et al. (2018) but at the highest masses, where ETGs dominate, our
means are lower than those reported by these authors. This is due
to the special treatment we applied to adequately include the upper
limits of ETGs. Recall that we also weighted xGASS galaxies by
morphology and environment to agree with the SDSS DR7 fractions
of ETGs and satellites as a function of M∗, see Section 2.1. The
weights correct mainly the excess of ETGs in xGASSwith respect to
SDSS up to M∗ ∼ 1011 M� and the lack at larger masses (the latter
specially applies for satellites), see Fig. A1. Therefore, the average
values plotted in Fig. 3 for all galaxies are weighted towards LTGs
up to M∗ ∼ 1011 M� and against them at higher masses.

In Appendix C, we present results for xGASS without taking
into account our procedure for the upper limits, nor the correction
by morphology/environment. For LTGs, the results are almost
indistinguishable from those presented here but for ETGs, for which
the fraction of non-detections is high, for M∗ > 5 × 109 M�, the
mean RH I values and their standard deviations obtained with the KM
estimator are very uncertain and can be taken just as an upper bound.
For the whole sample, combining LTGs and ETGs, we show that the

weights by morphology slightly increase the mean RH I values for
masses below M∗ ∼ 5 × 1010 M�, while for the highest masses, the
weights decrease the mean RH I by ∼0.3 dex.

The middle panels of Fig. 3 show 〈log RH I〉 and the errors of
the mean, this time for central and satellite galaxies, separately.
The solid lines connect the respective means showed in the upper
panels. Centrals have on average slightly higher H I gas fractions
than the average. For satellites, the differences are more pronounced
especially towards lower stellar masses. Overall, centrals have higher
H I gas contents than satellites, in particular at lower masses.

In the lower panels of Fig. 3, we plot the logarithmic standard
deviations for centrals and satellites at each mass bin for LTG,
ETGs, and all galaxies. The population of ETGs presents larger
scatter around the RH I–M∗ relations for centrals and satellites than
LTGs. In each of the lower panels of Fig. 3, we plot also the relative
differences between the corresponding central and satellite means,
�〈log RH I〉cen−sat ≡ 〈log RH I,cen〉 − 〈log RH I,sat〉 (thick solid lines),
plotted in the medium panels. As seen, these differences tend to be
smaller than the corresponding standard deviations, both for LTGs
and ETGs, specially at larger masses. On average, satellite galaxies
have lower H I gas contents than centrals, specially at low masses.
Finally, in panel (i), corresponding to all galaxies, we reproduce the
relative differences between the central and satellite medians reported
in Stevens et al. (2019) for xGASS (long-dashed line). Despite them
measuring medians and us logarithmic means and them setting non-
detections to their upper limit values, the agreement is reasonable.

3.2 Conditional H I distributions for all, central, and satellite
galaxies

In Fig. 4, we compare the RH I conditional CDFs of LTGs and ETGs
from the processed xGASS sample (thick solid lines) with those
inferred empirically in Papers I and II (thin solid lines). The fits were
averaged within the width of the M∗ bin. The cumulative distributions
for xGASS ETGs start at fractions around 0.3−0.4. These are the
fractions of the remaining upper limits after our corrections of
Sections 2.3 and 2.4. If we proceed as in Paper I, we should assign
RH I values following a top-hat function of width ∼1 dex below the
lowest upper limit value in each mass bin for undetected ETGs. This
is shown in Fig. 4 with dotted lines. ThexGASSH I conditional CDFs
for LTGs agree well with the analytical fits constrained in Paper I.
For ETGs, the CDFs from xGASS tend to be somewhat shifted to
higher RH I values than those determined in Paper I.4 Differences are
seen also in the respective logarithmic mean values plotted in Fig. 3.

In Appendix C, we compare the RH I conditional CDFs shown
in Fig. 4 with those obtained without correcting the xGASS upper
limits, Fig. C2. From this comparison, it is evident that without this
correction, the CDFs for ETGs result poorly constrained.

Fig. 5 presents the RH I conditional CDFs in different M∗ bins
calculated as described in Section 2.4 for the whole xGASS sample
(black lines), and for centrals (dark grey lines) and satellites (purple
lines) only, that is, P i(> RH I|M∗), where i refers to all, central
or satellite, respectively. We find that the lower M∗ the larger the
difference in the distributions between central and satellite galaxies,

4In Paper I, to infer the H I conditional distributions, (i) we used not only the
GASS survey but other samples, and (ii) for converting to detections a fraction
of the ETG GASS upper limits, a uniform RH I distribution was used while
here the empirical RH I conditional PDFs for ETGs constrained in Paper I are
used, see Appendix B0.1. Therefore, we expect differences between the H I

conditional CDFs of ETGs in Paper I and those estimated here for xGASS.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3. Upper panels: xGASS galaxies in the log RH I − log M∗ diagram, as in Fig. 2 but after applying corrections to the upper limits (see text). The symbols
with error bars are the logarithmic means and standard deviations in M∗ bins obtained with the KM estimator for taking into account upper limits (the data
are presented in tabulated form in the Supplementary Material). The solid lines show the mean RH I–M∗ relations from Paper II. In panel (c), the violet empty
squares are the logarithmic means as reported in Catinella et al. (2018). Middle panels: Logarithmic means and their error on the mean in M∗ bins obtained with
the KM estimator for the subpopulations of central (open circles with error bars) and satellite (crosses with error bars) galaxies, for LTG, ETG, and all galaxies
from left to right. Lower panels: Second moments of the log RH I distributions from the KM estimator for the subpopulations of central and satellite galaxies
(dashed lines) showed in the upper panels. The solid lines are the relative differences between the means of central and satellite subpopulations showed in the
medium panels. The long-dashed line in panel (i) corresponds to the relative differences between the medians of centrals and satellites as reported for xGASS
in Stevens et al. (2019).

Figure 4. Cumulative histograms of LTG (blue lines) and ETG (red lines) H I conditional distributions (CDFs) at different M∗ bins from the processed xGASS
sample. For comparison, fits to the respective CDFs from Paper II are shown with thin lines. For a correct comparison, these fits were averaged within the mass
ranges of the bins.
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Figure 5. Cumulative H I conditional distributions (CDFs) at different M∗ bins from the processed xGASS sample of all galaxies and for only centrals and
satellites, see colour notation in the first panel. The solid, dashed, and dotted lines are our best joint fits to the different subpopulations shown in this figure and
in Figs 6 and 7, see text.

with the latter having lower RH I. Recall that for calculating these
distributions, the xGASS sample has been weighted by morphology
and environment to agree with the SDSS DR7 fractions as a function
of M∗, see Section 2.1 and Appendix A. The main bias of xGASS
galaxies is actually by morphology; the bias by environment is small
and mainly due to the former. Figs 6 and 7 are as Fig. 5 but now for
LTGs and ETGs from xGASS, respectively.

3.3 Corrections from xGASS to calculate H I distributions for
centrals and satellites

We would like to obtain from the xGASS analysis presented above
a way to estimate the H I conditional CDFs of central and satellite
galaxies when only the average CDFs (among centrals and satellites)
are known. IfPj (> RH I|M∗), j = LTG or ETG, are the H I conditional
CDFs from Paper II, then the corresponding CDFs for central and
satellites can be calculated as:

P i
j (> RH I|M∗) =

[
P i

j (> RH I|M∗)

Pj (> RH I|M∗)

]
xGASS

× Pj (> RH I|M∗), (2)

where i refers to either central or satellite galaxy, and the subindex
xGASS refers to analytic fits to the H I CDFs constrained above.
Thus, our goal now is to (i) perform a continuous analytic fit to the
different xGASSH I CDFs given M∗ entering in equation (2), and (ii)
to be able to extrapolate the fits to lower stellar masses than those of
the xGASS sample.

The H I conditional CDFs from the processed xGASS data pre-
sented in Figs 5–7 are for the whole sample as well as for different
subsamples. In many cases, the numbers of objects in a given M∗
bin, specially for subsamples containing ETGs and satellites, are
low. Then, the CDFs are poorly defined and may suffer of strong
sample variance. In view of this, performing fits independently
to each CDF is not viable. Besides, it is important that the fitted
functions describing the CDFs obey by construction the law of total
probability. According to this law applied to our context, the relation
of the total conditional probability distribution of RH I given M∗,
PT (< RH I|M∗), with, for example, two subsamples A and B, with
their respective conditional probability distributions PA(< RH I|M∗)

and PB (< RH I|M∗), is given by:

PT (< RH I|M∗) = PA(M∗)PA(< RH I|M∗)

+PB (M∗)PB (< RH I|M∗), (3)

where PA(M∗) and PB(M∗) are the marginalized probability distri-
butions of these subsamples. In our case, the marginalized prob-
abilities are the fractions of galaxies in the samples A and B as
a function of stellar mass, φA(M∗)/φT(M∗) and φB(M∗)/φT(M∗),
respectively. In Appendix D, we present the different equations
that should be obeyed according to the law of total probability
for the whole sample of galaxies and different subsamples of
LTGs/ETGs, centrals/satellites, and their combinations. In these
‘probability conservation’ equations enter different fractions of
subsamples (the marginalized probability distributions) as a function
of M∗. In Appendix A, we obtain analytic fits to these fractions using
the volume-complete SDSS survey. As discussed in Section 2.1,
the fractions of ETGs (centrals or satellites) as a function of M∗
in xGASS are different to those from SDSS. This is why we
decided to weight the xGASS sample to agree with the SDSS DR7
morphological fractions. Having done this, we can use then the SDSS
fractions in the ‘probability conservation’ equations mentioned
above.

Based on the considerations discussed above, we implement the
following strategy for obtaining the fits to the RH I conditional CDFs
of the whole xGASS sample as well as of different subsamples:

(i) Propose parametric functions that describe the RH I conditional
CDFs given M∗ of the following four galaxy subsamples: all LTGs,
all ETGs, central LTGs, and central ETGs.

(ii) Calculate the RH I conditional CDFs given M∗ for: the whole
sample of galaxies, and the four subsamples of centrals, satellites,
satellite LTGs, and satellite ETGs, from the CDFs of the previous
item by means of the equations of total probability (see Appendix D).

(iii) Implement a continuous joint fitting procedure to the RH I

conditional CDFs given M∗ of the whole sample and the different
subsamples mentioned above as obtained from xGASS after our
processing (Figs 5–7) in order to constrain the parameters of the
functions mentioned in the first item.
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Figure 6. As Fig. 5 but for the subsample of LTGs.

Figure 7. As Fig. 5 but for the subsample of ETGs.

For item (i), we propose a generic function for the four subsets of
H I CDFs, the incomplete gamma function5:

P(< x|M∗) = 1

�(α)

∫
0
e−xxα−1dx, (4)

where � is the gamma function, x ≡ RH I/R0, and the parameters α

and R0 depend on M∗. We parametrize these dependencies as:

α(M∗) = a(log M∗ − 10) + b, (5)

5We have shown in Paper I that the H I conditional PDFs given M∗ can be
described by Schechter-like functions. Thus, it is reasonable to propose the
incomplete gamma function for describing the respective cumulative PDFs.
On the other hand, given the low numbers and non-regular variations in the
RH I CDFs with mass of some subsamples from xGASS, it is impractical to
search for functions with more parameters.

where a and b are the slope and normalization of the power law,
respectively, and

R0(M∗) = c(
M∗
Mtr

)d

+
(

M∗
Mtr

)e
. (6)

Here, c is a normalization coefficient, Mtr is the transition mass
where the double power law changes its slope, d and e are the slopes
for the low- and high-mass ends, respectively. In fact, for the mass
range of xGASS galaxies, a single power law is enough to describe
R0(M∗). However, since we will extrapolate the fits of xGASS RH I

CDFs to lower stellar masses, the second power law is necessary.
We have found that the values of d and Mtr can be fixed, and not left
as free parameters. These values were constrained in Paper II from
the H I CDFs of LTGs and ETGs for the compilation and processing
presented in Paper I in a large M∗ range; we fix these parameters
to the values constrained therein: d = −0.018 and log (Mtr/M�) =
8.646 for LTGs; d = −0.820 and log (Mtr/M�) = 8.354 for ETGs.
Thus, in equation (4–6) there are four free parameters, a, b, c, and e
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Table 1. Best-fitting parameters to four sets of H I CDFs.

CDFs a b c e

LTGs 0.005 ± 0.09 0.53 ± 0.09 0.79 ± 0.18 0.67 ± 0.12
LTGs Centrals −0.21 ± 0.15 0.71 ± 0.15 0.67 ± 0.12 0.60 ± 0.11
ETGs 0.07 ± 0.05 0.22 ± 0.07 0.86 ± 0.09 0.65 ± 0.09
ETGs Centrals −0.004 ± 0.11 0.31 ± 0.15 1.09 ± 0.13 0.75 ± 0.12

that remain. The above function equation (4) is proposed to describe
each one of the four subsamples of CDFs mentioned in (i). Therefore,
we have 16 free parameters in all.

We constrain the 16 free parameters by jointly fitting the nine
sets of RH I conditional CDFs from xGASS mentioned in (i) and
(ii) above, and plot them in Figs 5–7. To do so we use a Monte
Carlo Markov Chain method described in detail in Rodrı́guez-Puebla,
Avila-Reese & Drory (2013). We did not use the information from
the largest and lowest stellar mass bins in all the cases because
the data in these bins are scarce and the corresponding CDFs are
poorly determined. In Table 1, we present the best constrained
values for the 16 free parameters. With these values, the four
xGASS RH I conditional CDFs mentioned in (i) above are fully
described. By using the equations from Appendix D, the other
five RH I CDFs mentioned in (ii) are also described. Thus, any
xGASS H I conditional CDF given M∗ is described analytically by
the fits, in particular those CDFs in the brackets in equation (2).
However, we remark that our aim here is not to determine the
RH I conditional distributions for the xGASS survey but to capture
the trends with stellar mass of the central- and satellite-to-total
ratios as a function of RH I for LTGs and ETGs, that is, the term
in the brackets of equation (2). This term combined with our
previous accurate inferences of the RH I conditional distributions
of LTGs and ETGs (the second term in equation 2) will allow us
to estimate the respective RH I distributions of central and satellite
galaxies.

The obtained best fits from the continuous joint fitting procedure
are shown in Figs 5–7 with thin solid, dashed, and dotted lines. The
fits capture the main systematic trends of the different conditional
CDFs with RH I and M∗. For some mass bins of ETGs (Fig. 7),
the fits depart from the data. However, note that the differences
between central and satellite galaxy CDFs in these cases move away
from the observed overall systematic trend with mass. Recall that
the fits are designed to capture the continuous trends for all, late-,
and early-type samples jointly. While we might propose functions
with more parameters, the uncertainties and scarcity of the data for
describing the CDFs as a function of M∗ of the whole sample as well
as of the different subsamples do not warranty statistically significant
improvements in the fits.

Finally, note that the stellar mass range over which our best-
fitting models are constrained for central and satellite galaxies by
the xGASS data is at 109 � M∗/M� � 1011.5. Conservatively, in the
next sections, we will assume that our best-fitting models are still
valid no more than 0.5 dex above and below the above M∗ range
of the xGASS data, as indicated in the figures. Nonetheless, our
previous empirical determinations for the RH I conditional CDFs (not
including the separation between centrals and satellites) extend down
to M∗ ∼ 107 M�. Thus, to estimate these CDFs separated into centrals
and satellites at low masses using equation (2), we extrapolate the
best-fitting models constrained by the xGASS data. For this, we
extrapolate to low masses the constrained mass-dependent functions
given in equations (5) and (6) as well as the fractions and subfractions
as a function of M∗ entering in the equations of ‘probability conserva-

Figure 8. Difference of the logarithmic mean RH I between central and
satellite galaxies (in dex). The black solid line corresponds to this difference
as a function of M∗ from our results. Green squares with error bars are
differences from the UNGC catalogue for M∗ < 109 M�. Error bars result
from propagating the errors of the mean of central and satellites in the given
mass bins. The shaded grey area indicates the extrapolation to lower masses
of our empirically constrained model.

tion’ presented in Appendix D. We use the fits to these fractions and
subfractions to the SDSS data presented in Appendix A to extrapolate
them down to M∗ ∼ 107 M�. Unfortunately, information on the H I

gas content of dwarf galaxies that have been separated into centrals
and satellites is very limited. Such information can be found in the
UNGC catalogue of very local galaxies (Karachentsev, Makarov &
Kaisina 2013), used in Paper I. Fig. 8 shows the differences of the
logarithmic mean RH I values between centrals and satellites from
UNGC (calculated taking into account upper limits) along with these
differences as calculated from our RH I conditional distributions and
the extrapolations of our best-fitting models to the xGASS data.
The comparison shows that our extrapolation provides results that
are consistent within the uncertainties with the UNGC observational
data.

4 THE BI VARI ATE MH I A N D M∗
D I S T R I BU T I O N S O F C E N T R A L A N D
SATELLITE GALAXIES

We are now in position to apply the xGASS-based functions found
in the previous section (and their extrapolations to lower masses)
to the RH I conditional distributions of LTGs and ETGs from Paper
II to obtain the corresponding distributions for central and satellite
galaxies, see equation (2). The above is the main goal of this paper.
From these RH I distributions as a function of M∗, we can calculate
any statistical estimator, for example the first and second moments,
that is, the RH I–M∗ relations and their scatters for both central and
satellite galaxies. In Figs S1-S3 from the supplementary material, we
show our empirically determined RH I conditional PDFs for different
masses, and for all, LTG, and ETGs separated into centrals and
satellites, including our extrapolations to low stellar masses. In these
figures, the xGASS PDFs as obtained in the previous section are
also shown. Note than in the latter case, they correspond actually to
averages within the given mass bins.

Following, we extend the results showed in Paper II regarding
the joint or bivariate M∗ and RH I distribution for all galaxies but
now separating them into centrals and satellites. As discussed in that
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paper, by combining the MH I (or RH I) conditional PDFs given M∗ and
the GSMF, φ∗(M∗), the bivariate distribution function, �(RH I, M∗),
can be calculated. This function is defined as the bivariate num-
ber of galaxies within the mass ranges log M∗ ± dlog M∗/2 and
log RH I ± d log RH I/2 in a given volume V, and it has units of
dex−2 Mpc−3.

In the left-hand panels of Fig. 9, from top to bottom, we show
the bivariate M∗ and RH I distribution for all, LTGs, and ETGs,
respectively. The coloured isocountours correspond to different
intervals of bivariate number densities, �(RH I, M∗), as indicated
in the palette (notice that they display four orders of magnitude). To
construct these bivariate distributions, we used the RH I conditional
PDFs given M∗ for LTGs and ETGs, the GSMF, and the fractions
of LTGs and ETGs as a function of M∗ reported in Paper II. The
solid lines show the logarithmic mean relations, 〈log RH I〉-log M∗.
As extensively discussed in Papers I and II, since LTGs dominate
in number density at low masses, the 〈log RH I〉–log M∗ relation of
all galaxies is similar to the one of LTGs up to M∗ ∼ 1010 M�. At
higher masses, the fraction of ETGs, which have much lower H I

gas contents (compare the medium and bottom left panels of Fig. 9),
increase and then the relation of all galaxies strongly falls to be finally
similar to the one of ETGs at M∗ � 1011.7 M�. Note that the RH I

distribution for ETGs is non-regular, with a second concentration of
galaxies at very low values of RH I. The above is due to the top-hat
component of the RH I conditional PDFs (see Fig. 1).

The new results from this paper are the bivariate distributions for
the galaxies separated into centrals and satellites, both for the LTG
and ETG subsamples as well as for the total galaxy population. The
left-hand panels of Fig. 9 also show the logarithmic mean relations
for the central and satellite subsamples, respectively. The middle and
right-hand panels present the bivariate M∗ and RH I distribution of
the central and satellite subsamples with their respective logarithmic
mean relations. The dashed and dotted lines in these panels show
the arithmetic mean relations, 〈RH I〉-M∗, and the relations using the
median of RH I, respectively.

For LTGs, satellites have on average a lower H I gas content than
centrals. In particular, H I gas-rich galaxies with RH I > 5 are all
centrals (there are no gas-rich satellites). On the other hand, the
gas-poor low-mass LTGs are mostly satellites. At M∗ � 5 × 1010

M�, central and satellite LTGs have approximately similar RH I gas
distributions.

For ETGs, the difference in the RH I distribution between centrals
and satellites is more significant than for LTGs. At M∗ < 109 M�,
among the ETGs, satellites are much more common than centrals.
The H I gas contents of these satellite ETGs is strongly bimodal, with
a subpopulation of galaxies with RH I values close to those of the
central ETGs and another subpopulation with very low RH I values.
For central ETGs of masses � 1010 M�, there is a small fraction
with relatively high values of RH I. They probably correspond to the
so-called blue ETGs, some of which are even star forming (Lacerna
et al. 2016, 2020). The blue/star-forming ETGs are typically very
isolated galaxies and they indeed are expected to have relatively high
gas fractions. At M∗ > 5 × 109 M�, centrals are more common than
satellites. The difference in the RH I distribution of the centrals and
satellites ETGs is small.

4.1 The H I mass functions

As shown in Paper II, the integration (marginalization) of the
bivariate MH I and M∗ distribution over M∗ results in the H I MF.
The panel (a) of Fig. 10 presents the above distribution, �(MH I|M∗),
for all galaxies and the projected H I MF (right rotated subpanel).

We also plot the logarithmic mean of MH I as a function of M∗ for
all, central, and satellite galaxies, as well as the decomposition of the
H I MF into centrals and satellites. For completeness, the GSMFs of
all, central, and satellite galaxies are plotted in the upper sub-panel;
these functions are actually input in our approach along with the H I

conditional PDFs given M∗.
In Paper II, it was shown that our empirical H I MF agrees well

with those measured from the blind radio surveys ALFALFA and
HIPASS, down to the completeness of our inference, MH I ∼ 108

M�, which results from the completeness limit of the input GSMF,
M∗ ∼ 107 M�. As seen in Fig. 10, the H I MF is dominated by
central galaxies at all masses. The fraction of centrals (satellites)
is ∼ 90 per cent (∼ 10 per cent) or more (less) for MH I � 109M�.
For masses down to ∼108 M�, the fraction of centrals (satellites)
decreases down to ∼ 70 per cent (increases up to ∼ 30 per cent).
The differences in number density between central and satellites are
larger for MH I than for M∗. In panels (b) and (c) of Fig. 10 we
present the bivariate distributions and their projections, the H I MF
and GSMF, as in the panel (a), but for the subsamples of LTGs and
ETGs. Since LTGs dominante in abundance, their mass functions are
similar to those of the whole galaxy population.

5 D ISCUSSION

5.1 On the H I gas fraction of central and satellite galaxies

There are several pieces of evidence that the H I gas fraction of
galaxies tends to be lower in higher density environments (e.g.
Haynes & Giovanelli 1984; Gavazzi et al. 2005; Cortese et al. 2011;
Rasmussen et al. 2012; Catinella et al. 2013; Boselli et al. 2014b).
Studies of the H I gas content of member galaxies within clusters
have shown that galaxies in most massive clusters are H I deficient,
especially towards the centre (e.g. Haynes & Giovanelli 1984; Bravo-
Alfaro et al. 2000; Solanes et al. 2001; Rasmussen et al. 2012; Serra
et al. 2012; Taylor et al. 2012; Gavazzi et al. 2013). However, the
above can be in part due to the morphology–density relation; that
is, ETGs, which have exhausted their gas efficiently and early and
are intrinsically gas-poorer, are more abundant in the higher density
regions of groups and clusters than LTGs. On the other hand, the H I

gas content in very isolated LTGs is on average higher than in cluster
LTGs, however, the differences tend to be within the 1σ scatter, see
Paper I and references therein. The differences between these two
opposite environments are larger for ETGs.

Other authors, rather than exploring environmental effects in
specific clusters or for very isolated galaxies, used statistical samples
to study the effects of the cluster/group mass and richness on the H I

gas content of galaxies, mainly the satellite ones (e.g, Hess & Wilcots
2013; Yoon & Rosenberg 2015; Stark et al. 2016; Brown et al. 2017;
Lu et al. 2020). Once a galaxy becomes a satellite inside a halo,
the local environmental effects (ram pressure and viscous stripping,
starvation, harassment, tidal interactions) work in the direction of
lowering the gas content of the galaxy, more efficiently in more
massive and rich haloes (see e.g. Stark et al. 2016; Stevens et al. 2019,
and references therein). It is worth mentioning that in simulations
(Wright et al. 2019), it was found that what matters most for the
quenching time-scale of satellites is not the halo mass, but the ratio
between the satellite galaxy mass to the halo mass, with smaller
ratios being associated to faster quenching.

By means of the H I statistical stacking technique applied to an
overlap between the ALFALFA survey and the SDSS Yang et al.
(2007) halo-based group catalogue, Brown et al. (2017) found that
satellites in more massive haloes have on average lower H I content
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Figure 9. Empirical bivariate RH I and M∗distributions, �(RH I|M∗). Upper panels: From left to right, the distributions for all, central, and satellite galaxies. The
solid black, dark grey, and light grey lines in the left-hand panel compare the logarithmic means, 〈log RH I〉(M∗), of all, central, and satellite galaxies, respectively.
Satellite galaxies have lower H I gas contents than centrals. The dark and bright lines are reproduced in the medium and right-hand panels, respectively. In these
two last panels are also shown the arithmetic means (〈RH I〉(M∗), dashed line) and the medians (dotted line). Middle panels: as the upper panels but now for
only LTGs. Lower panels: as the upper panels but now for only ETGs. The distribution for ETGs is highly bimodal. Hence, the different statistical estimators
differ significantly among them. The dashed grey lines indicate extrapolations to lower stellar masses of our empirically constrained model for centrals and
satellites.

(a) (b) (c)

Figure 10. Panel (a): H I MF for all, central, and satellite galaxies when integrating the bivariate M∗ and MH I distributions over M∗. The shaded green area
represents extrapolations for the H I MF of all galaxies. Panel (b): As panel (a) but only for LTGs. Panel (c): As panel (a) but only for ETGs. Downward arrows
indicate the H I masses corresponding to M∗ ∼ 108.5, the mass below which our model for centrals and satellites are extrapolations. The vertical dashed lines
indicate the completeness limits of our H I MFs. Due to the low H I-to-stellar mass ratio of ETGs, note that the H I completeness limit is below 107 M�.
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at fixed M∗ and specific SFR than those hosted by haloes of lower
mass. According to their analysis, the systematic environmental
suppression of H I at both fixed M∗ and fixed specific SFR in satellites
begins in halo masses typical of the massive group regime (>1013

M�), and fast-acting mechanisms such as ram-pressure stripping are
suggested to explain their results. Stark et al. (2016) use RESOLVE,
a volume-limited multiwavelength census of ∼1500 local galaxies,
to study the H I-to-stellar mass ratio, RH I, of satellite galaxies as
a function of the halo (group) mass. They found that at fixed M∗,
satellites have decreasing RH I values with increasing halo mass at
Mh � 1012 M�. The analogous relationship for centrals is uncertain
and due to the poor overlap in stellar masses between centrals and
satellites in the selected halo mass bins, it is not clear how different
the RH I values of centrals and satellites are at a fixed M∗. Their results
for satellites suggest the presence of starvation and/or stripping
mechanisms associated with halo gas heating in intermediate-mass
groups.

The question that we address in this section is how different the
H I gas content between centrals and satellites is at a fixed stellar
mass separated explicitly into LTGs and ETGs. In Section 3, we
presented the respective results for the xGASS survey. Upper limits
were corrected for the distance bias (Section 2.3) and included into
our survival statistical analysis (Section 2.4). The RH I conditional
distributions plotted in Figs 5–7 show that they are different among
central and satellite galaxies at masses lower than ∼3 × 1010

M�. Fig. 3 shows the corresponding 〈log RH I〉 − log M∗ relations
of centrals and satellites. At fixed M∗, satellites have on average
lower H I gas content than centrals with the differences increasing
as M∗ decreases. For LTGs, these differences at M∗ ∼ 109 M� are
of ∼0.6 dex, decreasing to 0 at masses M∗ ∼ 1011 M�. For ETGs,
the differences are of ∼1 dex at masses M∗ � 1010 M�. However,
it should be noted that the scatter (standard deviation) around the
mean relations of centrals and satellites is large and the differences
between the corresponding relations of both populations is smaller
than their standard deviation.

By using the xGASS measurements to the H I conditional distri-
butions, in Section 3.3, we constrained a set of proposed functions
that allow us to project the RH I conditional PDFs for LTGs and
ETGs presented in Paper II into their corresponding distributions
of centrals and satellites. The obtained bivariate (joint) RH I and M∗
distributions are shown in Fig. 9 along with their respective relations
using different statistical estimators. As discussed in Section 4, the
bivariate distributions of centrals and satellites are different for both
LTGs and ETGs, and consequently for all galaxies. The differences
depend on mass and for ETGs they are not easy to quantify by
statistical estimators due the non-regular distribution of RH I.

To dig deeper into the differences in our empirically constructed
H I distributions of central and satellite galaxies, we apply a two-
sample Kolgomorov–Smirnov test to the obtained RH I conditional
PDFs given M∗ of centrals and satellites for LTGs, ETGs, and all
galaxies (Figs S1–S3 in the supplementary material). Quantitatively,
the central and satellite H I distributions are different at the 95 per cent
or higher level (p < 0.05) for M∗ � 3 × 1010 M� in all the cases.
For larger masses, the differences are smaller and both centrals and
satellites are consistent with being drawn from the same distribution
of H I gas content.

In the upper panels of Fig. 11, the relative differences in 〈log RH I〉
(solid lines) and median RH I (dotted lines) between centrals and
satellites as a function of mass are shown for LTGs, ETGs, and all
galaxies. We show also the arithmetic mean, 〈RH I〉. For LTGs, the rel-

ative difference between centrals and satellites is negligible at masses
around 1011 M� and it increases up to ∼0.55 dex at M∗ ∼ 5 × 108

M�, remaining similar at lower masses. The relative differences for
the arithmetic mean are slightly smaller than for the logarithmic mean
or the medians. For ETGs, the relative differences between centrals
and satellites are larger than for LTGs. Since for ETGs, and for both
centrals and satellites, the RH I conditional distributions given M∗ are
non-regular, the statistical estimators (geometric or arithmetic mean
and median) significantly differ among each other, and consequently,
also different is the relative difference among these estimators for
centrals and satellites. Our results suggest that the relative difference
in 〈log RH I〉 is negligible for M∗ > 1011 M�, but at lower masses,
satellites are much more H I gas-poor than centrals, by ∼1.2 dex at
M∗ ∼ 3 × 108−5 × 109 M�. The relative difference in the medians,
is larger than in the logarithmic means, specially at the range M∗ ∼
3 × 108−1010 M�. For the arithmetic means, the relative difference
is significantly lower at all masses. The arithmetic means minimize
the contribution of galaxies with very low RH I values, which in the
case of ETGs, as already discussed, distribute in a dominant second
mode both for central and satellite galaxies (see their RH I conditional
PDFs in Fig. S3 from the supplementary material). For the combined
population of LTGs and ETGs, the relative differences in 〈log RH I〉
between centrals and satellites are 0.4−0.6 dex for M∗ < 5 × 1010

M�. The differences are slightly larger for the medians and smaller
for the arithmetic means.

Finally, from Fig. 9, we note that the H I distributions of late- and
early-types (left-hand panels) differ much more than the distribution
of centrals and satellites (top panels). The lower panels of Fig. 11
show the relative differences in 〈log RH I〉 and median RH I between
LTGs and ETGs as a function of mass for central, satellite and all
galaxies, from left to right, respectively. We also show the respective
differences but for the arithmetic mean, 〈RH I〉, as dashed line. The
relative differences in the lower panels are much higher than in upper
panels. Overall, the above can be interpreted as the present-day H I

gas content of galaxies depending more on their internal nature,
that is, whether they are of late or early-type morphology, than
on external conditions associated to whether the galaxy is central
or satellite. Nevertheless, this claim should be taken with caution.
As mentioned above, there is evidence of the H I gas content of
satellite galaxies being lower in massive haloes than in less massive
ones at fixed stellar mass. It is interesting to mention that internal
galaxy properties such as colour or specific star-formation rate could
correlate even better with the H I gas content than morphology. For
instance, Cook et al. (2019) showed that selecting only the subset of
star-forming galaxies in thexGASS sample, the observed dependence
at a fixed M∗ of H I gas content on bulge-to-total ratio (a proxy for
morphology) tends to disappear. The dependence of H I gas content
on either internal properties, such as morphology, or on external
conditions, such as the galaxy being central or satellite, could be
related to both if the environment is responsible for reducing the
gas content – and consequently quenching the star formation – and
morphologically transforming galaxies. However, while common
environmental effects such as ram pressure and starvation drain the
gas and quench the satellites, a morphological transformation is not
expected (e.g. van den Bosch et al. 2008; Weinmann et al. 2009).
There is evidence that perhaps low-mass discs can be transformed
into S0 gas-poor galaxies when they fall into clusters of galaxies,
while the formation of massive S0 galaxies seems to be more related
to high-redshift dissipational processes (Fraser-McKelvie et al. 2018,
and more references therein).

MNRAS 505, 304–324 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/505/1/304/6271334 by guest on 23 April 2024



HI distributions of centrals/satellites 317

Figure 11. Upper panels: relative differences (in dex) between the logarithmic means (solid line), arithmetic means (dashed line), and medians (dotted line) of
centrals and satellites as a function of M∗. From left to right, these relative differences are shown for the LTG, ETG, and whole galaxy populations. In all the
cases, centrals have higher H I gas contents than satellites, but at the largest masses, these differences become very small. Lower panels: as the upper panels but
in this case the relative differences are between LTGs and ETGs for the central, satellite, and whole galaxy population (from left to right, respectively). LTGs
have much higher H I gas contents than ETGs at all masses. In both, upper and lower panels shaded grey areas indicate extrapolations to lower stellar masses of
our empirically constrained model for centrals and satellites.

5.2 Caveats

5.2.1 Effects of different morphological classifications

The results presented here partially depend on the adopted criteria to
morphologically classify galaxies as LTGs or ETGs. According to the
above, we have separated the xGASS sample into LTGs and ETGs,
and estimated the different fractions and subfractions as a function
of M∗ (Appendix A) required for our fitting procedure, by using the
automatic morphological classification of Huertas-Company et al.
(2011) implemented for SDSS galaxies. Next, we explore how
much our results are affected by using an alternative morphological
classification. Domı́nguez Sánchez et al. (2018) applied an automatic
classification method to determine the morphology of the SDSS
galaxies. We use their results to separate the xGASS sample into
LTGs and ETGs, by employing the same morphological division
criterion as we did in the case of the Huertas-Company et al. (2011)
classification. Recall that elliptical and S0 galaxies were defined as
ETGS, and from Sa to later types as LTGs.

The Domı́nguez Sánchez et al. (2018) morphological classification
finds more ETGs than the one from Huertas-Company et al. (2011)
at all masses, see Appendix A. As a consequence, the fractions
of the different subpopulations change in xGASS, and also change
the H I conditional CDFs corresponding to these subpopulations.
We have repeated the whole analysis presented in Section 3 but
for the Domı́nguez Sánchez et al. (2018) morphological classifica-
tion, and obtained different functions for the [P j

i (> RH I|M∗)/Pi(>
RH I|M∗)]xGASS ratios appearing in equation (2). By using these new
functions, we calculated the corresponding H I CDFs of central and
satellite galaxies for the LTG and ETG populations. Notice that the
weights applied to xGASS were changed accordingly.

Fig. 12 compares the resulting mean 〈log RH I〉–log M∗ relations
of centrals and satellites for the LTG and ETG populations from
the Huertas-Company et al. (2011) and the Domı́nguez Sánchez

Figure 12. Logarithmic mean RH I–M∗ relations for LTGs, ETGs, and all
galaxies (solid lines) and their respective decomposition into central (short-
dashed lines) and satellite (dot–dashed lines) using the Huertas-Company
et al. (2011, magenta; see also Fig. 9) and Domı́nguez Sánchez et al. (2018,
green) morphological classifications.

et al. (2018) morphological classifications. The differences in the
〈log RH I〉–log M∗ relations of centrals and satellites introduced by the
uncertainty in morphological classification are negligible for LTGs.
These differences for ETGs range from ∼0.35 to 0.05 dex at masses
∼2 × 108 and M∗ ∼ 2 × 1010 M�, respectively with Domı́nguez
Sánchez et al. (2018) classification giving less separation into centrals
and satellites than the Huertas-Company et al. (2011) one. At higher
masses, differences between one or another classification scheme are
negligible. The total relations shown in the right-hand panel are the
weighted averages of LTGs and ETGs. Recall that the weights applied
to xGASS depend on the morphological classification scheme, see
Appendix A. This is why the total 〈log RH I〉–log M∗ relation is
different when using one or the other morphological classification.
Since for the Domı́nguez Sánchez et al. (2018) classification the
fraction of ETGs is larger than for the Huertas-Company et al. (2011)
classification, and because ETGs are H I gas poorer than LTGs, the
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mean 〈log RH I〉–log M∗ relation in the former case is below than in
the latter case.

In conclusion, variations in the morphological classification affect
weakly our inferences of the difference between the H I gas content of
centrals and satellites and only for ETGs. Adopting the Domı́nguez
Sánchez et al. (2018) morphological classification instead of Huertas-
Company et al. (2011) leads to a smaller separation in the mean
relations of central and satellite ETGs than adopting the latter.

5.2.2 Effects of membership and central/satellite designation errors

In this paper, we have used thexGASS survey for modeling the H I gas
content of central and satellites galaxies. As mentioned in Section 2.1,
in xGASS, the central/satellite assignation comes from the SDSS
group catalogue of Yang et al. (2005, 2007). This group catalogue,
as others, may suffer of membership allocation and central/satellite
designation errors. For example, Campbell et al. (2015) used a group
catalogue constructed based on the Yang et al. (2005) group finder
in a galaxy mock sample and estimated that the fraction of satellites
that are truly satellites in the mock (purity) is around 70 per cent,
while for centrals, the purity decreases from ∼ 95 per cent at low
group masses, ∼ 1012 h−1M�, to below 60 per cent at masses �
1014 h−1M�. On the other hand, the fraction of satellites in haloes
that are correctly assigned to groups (completeness) is ∼ 80 per cent
independent of the halo mass, while for centrals the completeness
decreases from ∼ 90 per cent at low halo masses to ∼ 60 per cent
at the largest masses. The main source of confusion for centrals at
large group masses is the central inversion problem, when the most
luminous or massive galaxy is a satellite rather than the true central
(van den Bosch et al. 2005; Skibba et al. 2011).

Thus, the differences in the H I gas fractions between centrals and
satellites inferred with xGASS (see Section 3) could be larger. The
above also implies that the differences in the overall H I distributions
of central and satellites reported in Section 4 could be larger. Note,
however, that for the xGASS sample that we use here, Janowiecki
et al. (2017) improved the group membership given by Yang et al.
(2007) by visually inspecting false pairs and galaxy shredding.

6 SU M M A RY A N D C O N C L U S I O N S

We have analysed the multiwavelength xGASS survey (Catinella
et al. 2018), applying the same procedure as in Paper I to (i) re-scale
their upper limits on the basis of samples observed in radio at lower
distances, and (ii) treat the corrected upper limits with a survival
analysis in order to infer full statistical distributions of the H I gas
content of galaxies.

We have found that for LTGs, the RH I–M∗ relation and the full RH I

conditional distributions as a function of M∗ from xGASS agree very
well with those empirically determined in Paper I for a larger stellar
mass range sample (Fig. 3). For ETGs, the RH I distributions from
xGASS galaxies imply slightly higher values of RH I than our previous
determinations. For xGASS LTGs, centrals are on average more H I

gas-rich than satellites of the same stellar mass. These differences
are negligible for log (M∗/M�) > 10.8, while at the lowest masses,
9.0 < log (M∗/M�) � 9.7, these differences are 0.5–0.7 dex, on
average. For ETGs, the differences between centrals and satellites
are larger than for LTGs. However, in both cases, the 1σ scatter
around the RH I–M∗ relations of centrals and satellites is larger than
the difference between their means.

By means of a continuous fitting procedure to the processed
xGASS data, we determined a set of functions that allowed us to

project our empirical H I conditional cumulative distributions given
M∗ of both LTGs and ETGs into central and satellite galaxies. In other
words, xGASS provides the information required to estimate the H I

conditional distributions of centrals and satellites from the overall H I

conditional distributions for both LTGs and ETGs. We use the above
mentioned functions to extrapolate to stellar masses lower than those
of thexGASS survey. By combining the RH I conditional distributions
given M∗ with the corresponding GSMFs, the bivariate M∗ and RH I

distribution functions, �(M∗, RH I), for LTGs, ETGs, and all galaxies,
separated into centrals and satellites, were calculated (Fig. 9). The
main results obtained from this exercise are summarized below:

(i) For LTGs, satellites have on average less H I than centrals. Up
to M∗ ∼ 109 M�, the relative difference is ∼0.5 dex and all the
gas-rich dwarf LTGs are centrals. For higher masses, this relative
difference decreases up to M∗ ∼ 3 × 1010 M�, above which there is
no difference between centrals and satellites. Since the bivariate
distribution is regular for LTGs, even for centrals and satellites
separately, the RH I–M∗ relations calculated with different statistical
estimators are roughly similar.

(ii) For ETGs, the bivariate distributions for centrals and satellites
differ more than for LTGs, satellites being on average more devoid
of H I than centrals up to M∗ ∼ 5 × 1010 M�. However, the RH I

distribution of satellite ETGs is strongly bimodal, with a fraction of
them having RH I values close to those of central ETGs and another
fraction with very low RH I values. At M∗ � 5 × 1010 M�, central
ETGs are already more abundant than satellite ETGs but both have
statistically similar H I gas content.

(iii) Since the bivariate distributions for ETGs, both centrals and
satellites, are non-regular, the RH I–M∗ relations calculated with
different statistical estimators are different. In particular, the relation
based on arithmetic means, 〈RH I〉, is significantly above the relations
based on logarithmic means or medians.

(iv) The projection of the bivariate distribution when integrating
it over M∗ is the H I MF and agrees well with those measured in blind
radio surveys. We show here that the H I MF is completely dominated
by central galaxies at all masses, both for LTGs and ETGs (Fig. 11).

Overall, our results show that the difference in the bivariate RH I

and M∗ distribution between LTGs and ETGs is significantly larger
than between central and satellite galaxies. This suggests that the H I

gas content of galaxies depends more on their internal nature, that is,
whether they are of late- or early-type morphology, than on external
conditions associated to whether the galaxy is central or satellite.

In this paper, we presented a full statistical description of the H I gas
content of local galaxies as a function of their stellar mass and sep-
arated into late- and early-type and into central and satellites. These
results can be used for comparisons with theoretical predictions of
galaxy evolution, and for adding the H I gas component in empirical
approaches aimed to model the local galaxy population. In particular,
our results can be used to establish the M∗-MH I-Mh connection
from the outcome of large N-body cosmological simulations, where
complete mock galaxy catalogues can be generated. In a forthcoming
paper, we will present results of this connection including predictions
on the spatial clustering of galaxies using both their stellar and H I

masses.
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SUPPORTING INFORMATION

Supplementary data are available at MNRAS online.

Figure S1. RH I PDFs of all galaxies as a function of stellar mass; the
log (M∗/M�) is shown in parenthesis at each panel.
Figure S2. Same as Fig. S1 but for LTGs.
Figure S3. Same as Fig. S1 but for ETGs.
Table S1. xGASS fractions as presented in panels (c) and (d) of
Fig. 2.
Table S2. xGASS 〈log RH I〉 − log M∗ relations for all galaxies.
Table S3. xGASS 〈log RH I〉 − log M∗ relations for LTGs.
Table S4. xGASS 〈log RH I〉 − log M∗ relations for ETGs.
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APPENDIX A : C ORRECTING xGASS TO TH E
M O R P H O L O G Y A N D E N V I RO N M E N T
DISTRIBU TIONS OF SDSS

In this Appendix, we first define the fractions corresponding those
galaxy subsamples required to perform the joint analytic fitting
to the xGASS H I conditional CDFs in Section 3.3. Then, we
compare these fractions from xGASS to those from the volume-
corrected SDSS DR7. Finally, we explain our procedure for weight-
ing xGASS galaxies in order they reproduced the fractions of
ETGs and of satellites from SDSS. Following, in the definition of
the different fractions, for simplicity, we omit the dependence on
M∗.

(i) Fraction of ETGs/LTGs:
Defined as the ratio of ETG to total mass functions, fE ≡ φE/φ. The
fraction of LTGs, fL, is the complement, fL = 1 − fE.

(ii) Fraction of centrals/satellites:
Defined as the ratio of central to total mass functions, fc ≡ φc/φ. The
fraction of satellites, fs, is the complement, fs = 1 − fc.

(iii) Fraction of ETGs/LTGs for centrals:
For the subsample of centrals described by the central mass function
φc, f c

E ≡ φc
E/φc is the fraction of ETGs for centrals. The respective

fraction of LTGs is the complement, f c
L = 1 − f c

E .
(iv) Fraction of ETGs/LTGs for satellites:

For the subsample of satellites described by the satellite mass
function φc, f s

E ≡ φs
E/φc is the fraction of ETGs for satellites. The

respective fraction of LTGs is the complement, f s
L = 1 − f s

E .
(v) Fraction of satellites/centrals for LTGs:

For the subsample of LTGs described by the LTG mass function φL,
f L

s ≡ φL
s /φL is the fraction of satellites for LTGs. The respective

fraction of centrals is the complement, f L
c = 1 − f L

s .
(vi) Fraction of satellites/centrals for ETGs:

For the subsample of ETGs described by the ETG mass function φE,
f E

s ≡ φE
s /φE is the fraction of satellites for ETGs. The respective

fraction of centrals is the complement, f E
c = 1 − f E

s .

Fig. A1 shows the fractions defined above for xGASS, solid black
squares connected with solid lines. From left to right, the upper panels
show the fraction of satellites for all galaxies (ii), and the fractions
of ETGs for the subsamples of central and satellite galaxies (iii and
iv). The lower panels show the fraction of ETGs for all galaxies
(i), and the fractions of satellites for the subsamples of LTGs and
ETGs (v and vi). In these panels, the respective fractions measured
from the volume-complete SDSS DR7 are also plotted (black circles)
along with analytical fits to these fractions (black lines; see below).
We use Meert et al. (2015) photometry and an average stellar mass
from five different mass-to-luminosity prescriptions, updated galaxy
group catalogues from Yang et al. (2007), Yang et al. (2012), and
the Huertas-Company et al. (2011) morphological classification (see
Paper II for details and for the corrections applied to obtain a volume
complete sample). As seen in panels (b) and (c), the fractions of ETGs
in the central and satellite subsamples are systematically larger up
to M∗ ∼ 1011 M� for xGASS than for SDSS; at larger masses, the
difference inverts for the subsample of satellite galaxies. In the insets
of these panels, we plot the ratios of the respective fractions of SDSS
to xGASS.

As mentioned in Section 2.1, to infer from xGASS the RH I–
M∗ relations and RH I distributions given M∗ corresponding to all
galaxies, as well as to the subsamples of central and satellite galaxies,
the biases of xGASS with respect to SDSS in morphology and
environment should be corrected. To do so, we adopt a methodology
similar as in Catinella et al. (2018) for recovering a volume complete
sample. When we compute the above mentioned RH I–M∗ relations or
the whole RH I conditional distributions given M∗, we apply weights
to xGASS galaxies to recover the volume-compete SDSS fractions
of ETGs in the central and satellite subsamples. The weights are
the ratios shown in the insets of panels (b) and (c) of Fig. A1. This
automatically also recovers the overall SDSS fraction of ETGs and
the overall fraction of satellites. In any case, note that the relevant
bias of the xGASS sample with respect to SDSS is by morphology;
the bias in selecting central/satellite galaxies is small and mainly due
to the former.

For the above procedure and for extrapolating the fits to the RH I

conditional CDFs from xGASS to masses lower than M∗ = 109 M�,
we use actually analytical fits to the SDSS fractions. The fits are
performed to the overall fraction of satellites (panel (a)) and the
fractions of ETGs for the central and satellite subsamples, panels (b)
and (c), respectively. For the SDSS fractions f c

E(M∗) and f s
E(M∗),

we perform MCMC multiparametric fits to a composition of two
analytic Sigmoid functions, following the procedure described in
Rodrı́guez-Puebla et al. (2013). The final analytic function is:

f
j

E (M∗) = 1 − A

1 + e−γ1(xC,1+x0,1)
+ A

1 + e−γ2(xC,2−x0,2)
, (A1)

where j = c or s, xC,i = M∗/MC,i , with i = 1, 2. For the overall
fraction fs(M∗), we use an analytic function composed of a Sigmoid
and constant function given by

f s(M∗) = 1 −
[
A · 1

1 + e−γ (xC−x0)
+ H

]
, (A2)

where H is the constant function. Here, the Sigmoid normalization
factor is defined as A ≡ 1 − H.

The obtained fits are shown in Fig. A1 with the solid grey lines.
The fractions in the lower panels were calculated from the fractions
of the upper panels. The dashed grey lines in all the panels are just
the respective complementary fractions.

Finally, in Section 5.2.1 we explore the effects on our results of
using different morphological classification than the one used here.
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The alternative classification was that of (Domı́nguez Sánchez et al.
2018). In Fig. A1, we show with brown colours the same fractions
defined in this Appendix but using the (Domı́nguez Sánchez et al.
2018) morphologies for thexGASS and SDSS galaxies. Interestingly,
now the excess in the xGASS fraction of ETGs with respect to SDSS
at masses lower than ∼3 × 1010 M� is less than when using the
Huertas-Company et al. (2011) classification, while for masses larger
than this, there is now a lack of ETGs in xGASS.

A P P E N D I X B: PRO C E D U R E F O R
RE -ESTIMATING THE UPPER LIMITS OF xGASS

B0.1 Upper limits of ETGs

In Paper I, based on ATLAS3D results, we re-scaled by distance
the GASS upper limits of ETGs to use these valuable data along
with those of ATLAS3D and other samples. To do so, we decreased
the upper limits by (Di(z)/DATLAS3D )2, being Di the luminosity
distance of each GASS ETG and DATLAS3D = 25 Mpc the median
luminosity distance of ATLAS3D. The key assumption behind this
exercise is that ETGs of similar masses from GASS and ATLAS3D

follow the same MH I statistical distribution despite their slightly
different ages. For ∼ 25 per cent of the ETGs upper limits in
GASS, we actually assigned them a detection taking into account
that in between the GASS detection limit and this limit shifted to
25 Mpc, ∼ 25 per cent of galaxies in the ATLAS3D sample were
detected. For the remaining 75 per cent of GASS upper limits, we re-
calculated them using the distance of 25 Mpc. That is, even for
such a small distance, yet a significant fraction of GASS ETGs
would remain as non-detected but their re-scaled upper limits to
those of ATLAS3D result much lower than the reported ones. These
upper limits along with those from other ETG samples compiled
in Paper I, pile up around values in RH I of 10−3−10−4. The larger
the mass, the smaller these values. From the performed continuous
fit to the observed RH I distributions in M∗ bins, the RH I values
where the upper limits pile up were constrained by the function
R1(M∗), see equation (11) in Paper II. The values of R1(M∗)

correspond roughly to those where the top-hat functions start in
the conditional PDFs for ETGs shown in Fig. 1. The fraction of
galaxies in the top-hat functions correspond to the fractions of non
detections.7 As expected, for M∗ � 1010 M�, the values of R1(M∗)
are close to the upper limits of ATLAS3D. However, have in mind
that in Paper I we included other galaxy samples besides GASS and
ATLAS3D.

Based on the analysis of Paper I, we proceed here as follows in
order to re-estimate the xGASS upper limits of ETGs:

(i) From the empirical ETG RH I conditional PDFs reported in
Paper II, calculate the fraction of galaxies that lie in each stellar
mass bin in between the GASS and ATLAS3D RH I detection limits
(as done in Paper I), and in between the RH I detection limit of the
of low-xGASS and R1(M∗) (recall that in ATLAS3D there are not
low-mass galaxies).

(ii) Assign RH I values to a fraction of the xGASS upper limits
at each M∗ bin equal to the respective fraction as calculated in (i).
To do so, pick randomly RH I values from the empirical ETG RH I

conditional PDFs in the RH I ranges determined in (i; in Paper I, for
GASS galaxies, a uniform distribution was assumed).

(iii) For the (large) fraction of galaxies with upper limits that
were not assigned an RH I value, lower their upper limits by a factor
(Di(z)/25 Mpc)2, where Di(z) is in Mpc. This is equivalent to say that
these galaxies, with similar observational setups and signal-to-noise
ratios as used in xGASS and GASS, will remain undetected in H I

at the distance of 25 Mpc, but their upper limits are re-calculated
accordingly to this distance.

It is worth of mentioning that for M∗ > 1010 M�, the values of the
fractions calculated in (i) are around 30 − 40 per cent, larger than

7To estimate the RH I distributions of ETGs, in Paper I we assumed that the
true RH I values should be up to ∼1 dex below the upper limit values after
corrections and survival analysis, following a uniform distribution. This is
why the RH I conditional PDFs shown in Fig. 1 have a top-hat distribution of
∼1 dex width at their low-RH I ends; see Paper I for arguments in favour of
this assumption and for a discussion.

(a) (b) (c)

(d) (e) (f)

Figure A1. Different fractions of subsamples calculated from the volume-complete SDSS using the Yang et al. (2012) group catalogue for defining centrals and
satellites. Black and brown colours are inferences using the Huertas-Company et al. (HC11, 2011) and Domı́nguez Sánchez et al. (DS18, 2018) morphological
classifications, respectively. The fractions corresponding to xGASS are shown with filled squares connected by solid lines. The solid lines are fits to the SDSS
data; the dashed lines show the respective complementary fractions. The insets in panels (b) and (c) are the ratios of SDSS to xGASS fractions.
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the ∼ 25 − 30 per cent fraction of galaxies detected by ATLAS3D in
between the detection limit of this survey and the one of GASS (see
Paper I).

B0.2 Upper limits of LTGs

From Fig. 2, we see that the xGASS detection limits lie in the very
low end of our empirical RH I conditional PDFs of LTGs shown in
Fig. 1. The fraction of LTGs with upper limits that pile up around
these limits is relatively small. Note that if these galaxies were closer,
then they likely would have been detected in H I, as is the case for
galaxies from the closer HRS sample, see Paper I. Thus, we convert
the upper limit of a given LTG to a detection with the RH I value
randomly picked out from the tail of the empirical RH I conditional
PDF given M∗ from Paper II.

APPENDIX C : R ESULTS WITHOUT TAKING
I N TO AC C O U N T C O R R E C T I O N S TO xGASS

The upper panels of Fig. C1 are as the upper panels of Fig. 3
but without taking into account our procedure for the upper limits
of xGASS, nor the correction by morphology/environment (the
respective data are presented in tabulated form in the Supplementary
Material). Here, instead of the standard deviation, we plot the error
of the mean. For ETGs, in the stellar mass bins above M∗ ∼ 5 × 109

M� the obtained means with the KM estimator are shown with an
arrow. This is because the fraction of non-detections are higher than
50 per cent in these mass bins, in which cases the KM estimator
provides uncertain results; the means should be taken as upper bounds
while the error on the means (or standard deviations) are meaningless.
In the middle panels, we compare the RH I means and errors on the
mean obtained with the KM estimator with and without including
our corrections to upper limits and morphology/environment bias of
xGASS. For LTGs, the results are almost indistinguishable from each
other. For ETGs less massive than M∗ ∼ 5 × 109 M�, the means
are slightly higher when our procedure for the upper limits is not
taken into account. For M∗ � 5 × 109 M�, the means are only an
estimate of the upper bound. For the whole sample, combining LTGs
and ETGs, the KM results without taking into account the procedure
for upper limits are only slightly below to those reported in Catinella
et al. (2018), who assigned RH I values to non-detections equal to
their upper limit values. Finally, in the lower panels of Fig. C1,
we compare the RH I means obtained with the KM estimator taking
into account our procedure for the upper limits but applying and not
applying the weights by morphology/environment (the respective
data are presented in tabulated form in the Supplementary Material).
The weights (mainly by morphology) slightly increase the mean RH I

values for masses below M∗ ∼ 5 × 1010 M�, while for the highest
masses, the weights decrease RH I by ∼0.3 dex.

In Fig. C2, we reproduce the RH I conditional CDFs plotted in
Fig. 5 and compare them with those without taking into into account
our procedure for the upper limits of xGASS. For LTGs, the CDFs in
both cases are very similar, excepting at the low-RH I end in the most
massive bins. For ETGs, when the procedure for the upper limits is
not taken into account, the CDFs undergo a sharp cut at relatively
high values of RH I. In this case, we can not constrain any reliable
RH I conditional CDF.

APPENDI X D : C ONSERVATI ON EQUATI ONS

As discussed in Section 3.3, performing fits to xGASS CDFs must
obey the law of total probability. Here, we present the ‘probability
conservation equations’ in order to satisfy such requirement for
the whole set of galaxies, different subsets of LTGs/ETGs, cen-
trals/satellites, and their combinations.

First, to describe the H I conditional CDFs of all LTGs and ETGs,
and central LTGs and ETGs (four sets of CDFs), we propose the
analytic incomplete gamma function given by equation (4) for each
one of these populations.

The remaining five sets of H I CDFs to be used also for the
fitting procedure are described by the below listed five equations
that obey the law of total probability, and that allow us to use the
above mentioned four sets of CDFs for calculating these five sets
of CDFs. Such equations require information on different fractions
of populations and subpopulations of galaxies as a function of M∗.
In Appendix A, we discuss how we estimate these fractions. For
simplicity, we do not show the dependence of these fractions on M∗
in the following equations:

(i) H I CDFs of the whole sample:

P T (< RH I|M∗) = f L · P L(< RH I|M∗) + f E · P E(< RH I|M∗)

(D1)

where fE and fL are the fractions of ETGs and LTGs, respectively; fE

+ fL = 1.
(ii) H I CDFs of the subsample of centrals:

P c(< RH I|M∗) = f c
L · P c

L(< RH I|M∗) + f c
E · P c

E(< RH I|M∗) (D2)

where f c
E and f c

L are the fractions of centrals that are ETGs and
LTGs, respectively; f c

E + f c
L = f c

(iii) H I CDFs of the subsample of satellites

P s(< RH I|M∗) = 1

f s

[
P T (< RH I|M∗) − f c · P c(< RH I|M∗)

]
(D3)

where P T (< RH I|M∗) and P c(< RH I|M∗) are the total and centrals
CDFs given by equations (D1) and (D2) respectively. fc and fs are
the fraction of centrals and satellites, fc + fs = 1.

(iv) H I CDFs of the subsample of satellites that are LTGs

P s
L(< RH I|M∗) = 1

f L
s

[
P T

L (< RH I|M∗) − f L
c · P c

L(< RH I|M∗)
]
(D4)

where P T
L (< RH I|M∗) and P c

L(< RH I|M∗) are the total LTGs and
LTGs centrals CDFs analytic fits given by equation (4) respectively.
f L

c and f L
s are the fractions of LTGs that are centrals and satellites,

f L
c + f L

s = f L

(v) H I CDFs of the subsample of satellites that are ETGs

P s
E(< RH I|M∗) = 1

f E
s

[
P T

E (< RH I|M∗) − f E
c · P c

E(< RH I|M∗)
]
(D5)

where P T
E (< RH I|M∗) and P c

E(< RH I|M∗) are the ETGs and ETG
centrals CDFs analytic fits given by equation (4), respectively. f E

c

and f E
s are the fractions of ETGs that are centrals and satellites,

f E
c + f E

s = f E .
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure C1. Upper panels: xGASS galaxies in the log RH I − log M∗ diagram, as in Fig. 2. Large empty circles with error bars are the logarithmic means and
the error of the mean in M∗ bins obtained with the KM estimator without taking into account our procedure for the upper limits of xGASS, nor the correction by
morphology/environment. The solid lines show the mean RH I–M∗ relations from Paper II. In panel (b), means above M∗ ∼ 5 × 109 M� are shown as arrows
given that the fraction of non-detections are > 50 per cent in these mass bins (see text). In panel (c), the violet empty squares are the logarithmic means and
error of the mean as reported in Catinella et al. (2018). Middle panels: logarithmic means and their error on the mean using the KM estimator with (filled
circles as in Fig. 3) and without (empty circles or arrows, as in the upper panels) including our corrections to upper limits and morphology/environment bias of
xGASS. Lower panels: logarithmic means and their errors on the mean obtained with the KM estimator taking into account our procedure for the upper limits
and weighting by morphology/environment (filled circles, as in the middle panels) and not weighting by morphology/environment (empty triangles).
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Figure C2. Same RH I conditional CDFs from Fig. 5 and results without taking into into account our procedure for the upper limits of xGASS nor the correction
by morphology/environment (lighter colours).

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRAS 505, 304–324 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/505/1/304/6271334 by guest on 23 April 2024


