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ABSTRACT
With the advent of large spectroscopic surveys the amount of high quality chemodynamical data in the Milky Way (MW)
increased tremendously. Accurately and correctly capturing and explaining the detailed features in the high-quality observational
data is notoriously difficult for state-of-the-art numerical models. In order to keep up with the quantity and quality of observational
data sets, improved prescriptions for galactic chemical evolution need to be incorporated into the simulations. Here we present
a new, flexible, time-resolved chemical enrichment model for cosmological simulations. Our model allows us to easily change
a number of stellar physics parameters such as the shape of the initial mass function (IMF), stellar lifetimes, chemical yields,
or SN Ia delay times. We implement our model into the Gasoline2 code and perform a series of cosmological simulations
varying a number of key parameters, foremost evaluating different stellar yield sets for massive stars from the literature. We find
that total metallicity, total iron abundance, and gas phase oxygen abundance are robust predictions from different yield sets and
in agreement with observational relations. On the other hand, individual element abundances, especially alpha-elements show
significant differences across different yield sets and none of our models can simultaneously match constraints on the dwarf and
MW mass scale. This offers a unique way of observationally constraining model parameters. For MW mass galaxies we find
for most yield tables tested in this work a bimodality in the [α/Fe] versus [Fe/H] plane of rather low intrinsic scatter potentially
in tension with the observed abundance scatter.

Key words: methods: numerical – galaxy: abundances – galaxy: structure – galaxies: abundances – galaxies: evolution –
galaxies: formation.

1 IN T RO D U C T I O N

Galaxies are the lighthouses in the vast ocean of the Universe (Mo,
van den Bosch & White 2010). Their structure and appearance is
the result of the interplay of several generations of stars which are
shaped by different epochs of gas accretion and expulsion. Therefore
galactic structures encode valuable information about the fundamen-
tal physical processes governing galaxy formation. Especially the
abundance of chemical elements in stars, the interstellar medium
(ISM), and the circumgalactic medium (CGM) serves as an ideal
tracer of the integrated galactic history.

The observed diversity of chemical elements with atomic numbers
larger or equal to C is the result of stellar nucleosynthesis and the
distribution of those elements in the Universe a consequence of
gas expulsion from star forming regions and galaxies via processes
dubbed feedback (e.g. Maiolino & Mannucci 2019). Those chemical
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elements are ideal observational tracers to determine the evolutionary
state of stars or the physical conditions such as density, temperature,
or ionization state of the gas. They further contribute importantly to
the dynamics of the whole system as main coolants which enable the
dissipation of energy by the emission of radiation. Thus the produc-
tion and evolution of heavy elements is one of the fundamental ingre-
dients of modern models for the formation and evolution of both stars
and galaxies (e.g. Gibson et al. 1997; Chiappini et al. 2003; Mollá &
Dı́az 2005; Martı́nez-Serrano et al. 2008; Vogelsberger et al. 2020).

The stellar lifetimes and the production of new chemical elements
(in the reminder of this article referred to as metals) strongly depends
on the mass of a star and its own chemical composition. When a gen-
eration of stars evolves it will pollute the ISM with chemical elements
fused in their cores, predominantly during their last evolutionary
phases. As a consequence, the successive generations of stars born
from the enriched ISM will attain a higher mass fraction of heavy el-
ements with respect to their progenitors. Thereby chemical evolution
does not proceed in a linear manner due to the strong mass depen-
dence of stellar evolution time-scales. For example, high mass stars
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evolve much more quickly compared to low and intermediate mass
stars (τ ∼ 4 Myr for a 40 M� star and τ ∼ 10 Gyr for a 1 M� star).

Therefore, higher mass stars first enrich the ISM with heavy
chemical elements while intermediate and low mass stars lock the
chemical elements produced in past generations for much longer
times (up to 1–10 Gyr, e.g. Marigo 2001; Thielemann et al. 2003)
with the immediate consequence that the chemical characteristics
of second-generation stars will be mainly influenced by the dying
massive stars. Consequently, including the (time resolved) formation,
distribution, exchange, and recycling of chemical elements into any
simulation of the formation and evolution of galaxies is critical for
our understanding.

Since the first implementation of chemical enrichment by the
metal release of core-collapse supernovae (CC-SN) into a smoothed
particle hydrodynamics (SPH) code (Steinmetz & Mueller 1994)
much progress on the implementation of chemical evolution within
cosmological simulations has been made (e.g. Raiteri, Villata &
Navarro 1996; Kawata 2001; Mosconi et al. 2001; Recchi, Mat-
teucci & D’Ercole 2001; Lia, Portinari & Carraro 2002; Tornatore
et al. 2007; Oppenheimer & Davé 2008; Hirschmann, De Lucia &
Fontanot 2016). By now there exist several models that distinguish
between elements originating from SN Ia and CC-SN and in some
cases also from asymptotic-giant branch (AGB) stars and the winds
from their progenitors (e.g. Scannapieco et al. 2005; Brooks et al.
2007; Tissera et al. 2012; Brook et al. 2014; Naiman et al. 2018)
taking into account the self-consistent calculation of the metallicity
depend gas cooling rates (Martı́nez-Serrano et al. 2008; Wiersma
et al. 2009). Recently, Valentini et al. (2019) studied different model
assumptions including IMF variations, stellar yields, and binarity on
a simulated MW-like galaxy, and found that these imprint important
differences in the resulting object.

Additionally, much progress in the collection of high quality
observational data has been made and a correlation between the
observed abundance patterns of chemical elements in stars and the
ISM with the mass of a galaxy, the position within a galaxy and
the birth epoch of the stars (e.g. Baade 1944; Wallerstein 1962;
Hayden et al. 2015) could be established. Furthermore, there exist
a great wealth of data for the chemical abundances of the CGM at
low- and high-redshift. But most notably with the advent of large
spectroscopic surveys the amount of high quality chemodynamical
data in the Milky Way (MW) increased tremendously (Boeche
et al. 2011; Anders et al. 2014; Buder et al. 2019; Xiang et al.
2019; Steinmetz et al. 2020) exhibiting distinct chemical abundance
patterns of the stellar disc (e.g. Boeche et al. 2013; Hayden et al.
2015) and even enabling us to reconstruct MW’s spiral pattern (e.g.
Eilers et al. 2020). Because the surface abundance of stars is assumed
to reflect the chemical composition of the star’s birth gas cloud the
measured chemical abundances present a fossil record of the Galaxy’s
formation history. The study of the chemokinematic structures of the
MW in combination with inferred stellar ages (Bensby et al. 2014;
Feuillet et al. 2016; Martig et al. 2016; Mackereth et al. 2017; Ness
et al. 2019) enabled the field of Galactic Archeology (Freeman &
Bland-Hawthorn 2002) and has lead us to unique insights into the
formation and evolution of the MW’s stellar disc (e.g. Minchev,
Chiappini & Martig 2013; Sestito et al. 2021).

Accurately capturing and explaining the detailed features present
in the observational data is notoriously difficult, but recent numerical
models begin to reproduce observed features (e.g. Doménech-Moral
et al. 2012; Miranda et al. 2016; Domı́nguez-Tenreiro et al. 2017;
Grand et al. 2018; Hilmi et al. 2020; Khoperskov et al. 2020; Agertz
et al. 2021; Renaud et al. 2021a). By construction chemical evolution
models encompass a large number of stellar physics parameters such

as the shape of the initial mass function (IMF), stellar lifetimes or
chemical yields, or SN Ia delay times. Many of those parameters
are poorly constrained a priori (Côté et al. 2016b) and chosen
ad-hoc. Recently, Gutcke & Springel (2019) for instance studied
the influence of a metallicity-dependent high mass slope of the
IMF on galactic abundance patterns. Perhaps the most important
external or theoretical input for chemical evolution models are the
nucleosynthetic yields for the various enrichment channels (Romano
et al. 2010; Côté et al. 2016a). In the past, theoretical yields
have produced miss-matches with the observations and the physical
shortcomings of stellar nucleosynthetic yield models are still under
debate (e.g. Nomoto, Kobayashi & Tominaga 2013; Müller 2016;
Pignatari et al. 2016).

Thus, in order to cope with the large range of parameters to
explore, various galactic chemical evolution (GCE) models have
been developed (e.g. Tinsley 1979; Chiappini, Matteucci & Gratton
1997; Gibson 1997; Rybizki, Just & Rix 2017; Ritter et al. 2018a;
Kobayashi, Karakas & Lugaro 2020). These models range from
analytical ones with simplifying assumptions (e.g. Spitoni, Vincenzo
& Matteucci 2017; Weinberg, Andrews & Freudenburg 2017; Spi-
toni et al. 2020) to hydrodynamical simulations including detailed
chemical enrichment as well as galactic dynamics (e.g. Kawata &
Gibson 2003; Few et al. 2012; Gibson et al. 2013; Brook et al.
2020; Buck et al. 2020). All these numerical models made possible
to test a large set of parameters over a wide range of values, and
marginalize over parameters for simple astrophysical inferences.
Yet, due to their simplifying assumptions those models lack the
possibility of including all the complex dynamics present in full
hydrodynamical simulations which might potentially explain some
of their shortcomings as seen Blancato et al. (e.g. in 2019).

Therefore, in this work we present a new hybrid approach of
chemical evolution models and fully cosmological simulations of
galaxy formation where essential chemical evolution parameters are
first constrained by fitting a galactic chemical evolution model to
observational data (as e.g. done in Philcox, Rybizki & Gutcke 2018).
The obtained values for essential chemical evolution parameters are
then employed in the chemical enrichment prescription in cosmolog-
ical hydrodynamical simulations of the formation of galaxies from
dwarf to MW mass. The scientific aim of this work is twofold: (i)
we update the chemical enrichment prescription of the Gasoline2
code to be capable of tracing many different chemical elements
and (ii) benchmark the results obtained by assuming different yield
tables from the literature. In this way, we constrain the systematic
uncertainties on galactic abundance patterns arising from differences
in the stellar evolution models.

This paper is organized as follows: in Section 2, we present the
details of the chemical evolution model followed by the description of
a novel implementation of chemical enrichment into a cosmological
simulation code in Section 3. Readers which are already familiar with
the concept of simple stellar population models and their usage in
cosmological simulations might readily skip those two sections. We
continue in Section 4 where we analyse the results of the numerical
simulations with special emphasize on the abundance patterns of the
stellar discs in light of current galactic archeological studies. We end
this study with a discussion and summary of our results in Section 5.

2 ME T H O D : A F L E X I B L E C H E M I C A L
E VO L U T I O N MO D E L

State-of-the-art computational resources still do not enable cosmo-
logical simulations to resolve individual stars. Instead, the standard
approach is to discretize the stellar density field into tracer particles
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which represent a population of stars. The population of stars
contained in those stellar particles is described by a single age, τ star,
a metallicity, Zstar, and an IMF specifying the number of stars in a
given mass bin. Such stellar populations are usually referred to as
simple stellar population (SSP). In order to determine how the SSP
interacts with the surrounding ISM one has to determine the (time
resolved) amount of energy, metals, and mass released by the stellar
particle, usually referred to as stellar feedback.

There are many stellar evolution models in the literature employing
slightly different stellar lifetimes functions, IMFs, or metal mass
return fractions. Instead of deciding for one specific model we make
use of the flexible chemical evolution code Chempy1 (Rybizki et al.
2017) in order to synthesize the final stellar evolution model used
in the simulations. This means we are using Chempy to fix the SSP
parameters to synthesize the yield tables to be used for a specific run.
In future work, Chempy can be further used to fit the SSP parameters
to observed data and thus constrain the SSP models employed in
hydrodynamical simulations.2

In summary, Chempy is a general purpose tool to link the
parameters of a stellar (chemical) evolution model θ (e.g. the IMF
high-mass slope and/or a specific yield set) to the likelihood of an
observations O (such as stellar abundances) via its model predictions
d. A detailed prescription of the modelling procedure is given in the
code paper (Rybizki et al. 2017) but for completeness we describe
the basic working principle of Chempy below. Since our aim is to
use Chempy to create an SSP model which we then can utilize as
an input to cosmological simulations we focus here on the SSP part
of Chempy while only briefly explaining its ISM parameters which
are of little interest for us.

2.1 The simple stellar population model

At the core Chempy calculates the time evolution of the chemical
yields for an SSP. In order to specify the stellar physics of the
chemical evolution model at least seven parameters need to be set (see
Table A1) and additional parameters for the stellar nucleosynthetic
yields have to be chosen (see Table 1). Currently those include the
relative mass return fractions from three nucleosynthetic channels:
Supernova of type Ia (SN Ia), core-collapse supernova (CC-SNe),
and asymptotic giant branch stars (AGB).

An SSP is fully characterized by its age, mass, and initial element
composition, SSP(τ star, m, [X/H]). By assuming some IMF, a stellar
lifetime function and specific nucleosynthetic yields, the stellar
(energetic and mass) feedback is simultaneously fixed. In the case of
numerical simulations the total mass of an SSP is set by the stellar
particle mass and its initial elemental abundance is inherited from
the composition of the ISM from which the star particle is formed
(see also Saitoh 2017, for a compilation of models). For this work,
we are focusing on fixed feedback fractions and do not consider
stochastically sampling the IMF, though it can be accounted for in
Chempy.

The simple stellar population model consists of five ingredients:
(i) the stellar initial mass function, (ii) the stellar lifetime function,
(iii) the (empirical) supernova Ia delay time distribution, (iv) the
stellar mass-loss from stellar evolution models, and (v) the chemical

1A Python implementation of the current version of Chempy can be found
on GitHub https://github.com/jan-rybizki/Chempy.
2Note, we use the part of Chempy that calculates the IMF integrated metal
yield of an SSP. This is equivalent to SYGMA (Ritter et al. 2018a) in the
NUPYCEE collaboration.

Table 1. Yield tables implemented in CHEMPY.

Yield table Masses Metallicities

CC SN
Portinari, Chiosi & Bressan (1998) [6,120] [0.0004,0.05]
François et al. (2004) [11,40] [0.02]
Chieffi & Limongi (2004) [13,35] [0,0.02]
Nomoto et al. (2013) [13,40] [0.001,0.05]
Frischknecht et al. (2016) [15,40] [0.00001,0.0134]
West & Heger (in prep.) [13,30] [0,0.3]
Ritter et al. (2018b) [12,25] [0.0001,0.02]
Limongi & Chieffi (2018)3 [13,120] [0.0000134,0.0134]

SNIa

Iwamoto et al. (1999) [1.38] [0,0.02]
Thielemann et al. (2003) [1.374] [0.02]
Seitenzahl et al. (2013) [1.40] [0.02]

AGB
Karakas (2010) [1,6.5] [0.0001,0.02]
Ventura et al. (2013) [1,6.5] [0.0001,0.02]
Pignatari et al. (2016) [1.65,5] [0.01,0.02]
Karakas & Lugaro (2016) [1,8] [0.001,0.03]
TNG4 [1,7.5] [0.0001,0.02]

Hypernova
Nomoto et al. (2013) [20,40] [0.001,0.05]

composition of that mass-loss. We detail our model assumptions and
parameters for (i)–(iv) in Appendix A as those are standard SSP
parameters and only discuss the most important part for this work,
the stellar yields, here below.

2.1.1 Nucleosynthetic yields

The elemental enrichment inChempy is calculated according to pub-
licly available yield tables from the literature. A list of implemented
yield tables is presented in Table 1 but it is straightforward to extend
this list further using Chempy’s python functions. Our fiducial yield
set for example combines tables by Karakas & Lugaro (2016) for
AGB stars with tables from Chieffi & Limongi (2004) for CC-SN
and yields from Seitenzahl et al. (2013) for SN Ia5 (all combinations
of yield tables used in this work are reported in Table 2).

Stellar nucleosynthesis changes the relative fraction of elements
inside a star by different destruction and production rates for various
elements. Light elements such as hydrogen or helium are preferen-
tially destroyed in favour of more massive elements. Similarly mas-
sive elements such as iron do not take part in further fusion processes
and can be regarded as the end product of stellar nucleosynthesis.
Therefore we split the elemental enrichment of stars into two parts:
the first part describes the amount of newly synthesized elements and
the second part describes the initial abundance of elements which
passes unaltered through the star. This second part describes the
elemental composition of the birth ISM which is locked up in the
star’s atmosphere and released back into the ISM at the end of the

3Using the rotation parametrization of Prantzos et al. (2018).
4The Ilustris-TNG (Naiman et al. 2018; Pillepich et al. 2018) yield set for
AGB stars is a mixture of yields taken from Karakas (2010), Doherty et al.
(2014), and Fishlock et al. (2014)
5We use their N100 model calculated in 3D superseding the 1D W7 model
of Iwamoto et al. (1999) which had old electron capture rates overproducing
Ni and underproducing Mn abundances. This is remedied with the Seitenzahl
et al. (2013) models which best reproduce observables by Sim et al. (2013).
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Table 2. Combinations of yield sets for CC-SN, SN Ia, and AGB star yields and SSP parameters probed in this work. Our fiducial model is referred to as new
fid while other combinations varying CC-SN yields are referred to as alt, alt2, alt3. A variation of AGB star yields is referred to alt4. Other physics parameter
variations of the fiducial yield set are referred to as steepIMF for a stepper high mass slope of the IMF, longDelay for a longer SN Ia delay time and highNorm
for a higher SN Ia normalization.

Name CC-SN yield SN Ia yield AGB yield IMF SN Ia SN Ia
slope delay time normalization

new fid Chieffi & Limongi (2004) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 40 Myr − 2.9
alt Limongi & Chieffi (2018) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 40 Myr − 2.9
alt2 West & Heger (in prep.) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 40 Myr − 2.9
alt3 Nomoto et al. (2013) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 40 Myr − 2.9

alt4 Nomoto et al. (2013) Seitenzahl et al. (2013) TNG −2.3 40 Myr − 2.9
steepIMF Chieffi & Limongi (2004) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.7 40 Myr − 2.9
longDelay Chieffi & Limongi (2004) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 158 Myr − 2.9
highNorm Chieffi & Limongi (2004) Seitenzahl et al. (2013) Karakas & Lugaro (2016) −2.3 40 Myr − 2.75
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Figure 1. Example tracks of traced elements. The upper panel shows the fractional element return of the whole SSP for 42 example elements (out of a total
of 81 tracked elements) split into the three different channels of elements produced by CC-SN (blue), AGB (green) stars, and SNIa (orange) after a Hubble
time. The histograms show the relative contribution of different processes to the total metal return of the SSP; e.g. CC-SN and SN Ia contribute equally to the
production of iron. Negative values as e.g. for hydrogen indicate destruction/fusion of elements. The four bottom panels show the element return of the SSP as
a function of time for different elements as indicated in each panel. We split the total element return (grey line) into the three different channels showing the
contribution by CC-SN in blue, by AGB stars in green, and by SNIa in orange. Note, the negative iron yield for AGB stars reflects the iron destruction through
neutron capture process.

star’s life (see also discussion in section 4 of Wiersma et al. 2009).
We refer to the yield sets following this distinction of newly produced
elements from the birth of elemental abundance of the stars as net-
yields while the tables including the birth composition are referred
to as gross-yields. Formulating the elemental mass return in this

way ensures that the yield tables are independent of the exact initial
chemical composition of the underlying CC-SN models and contain
only the newly synthesized elements. On the other hand, in the gross-
yield formulation tables might contain elements which were neither
synthesized in the star nor available in the ISM it was formed from
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simply because they were part of the initial abundances of the CC-
SN explosion model. All yield tables implemented in Chempy list
the element return in the net-yield formulation and exist for various
initial stellar metallicities (see Table 1).

Fig. A3 shows the cumulative time evolution of the net-yields of
seven different elements returned by an SSP of total mass 1M�. Thick
blue line show an SSP of solar metallicity while thin orange lines
show results for an SSP of 10−5Z�. These panels show that O, Ne,
and Mg are all released early on by massive stars with short lifetimes.
C, N, or Fe on the other hand have significant late time contributions
from lower mass stars and SN Ia explosions. Comparing blue and
orange lines, we can further appreciate significant evolution of
the net-yields with stellar metallicity. Note, C is the only element
which shows larger yields at low metallicity possibly explaining the
observations of carbon-enhanced metal-poor stars in the MW (e.g.
Starkenburg et al. 2014).

Fig. 1 shows in more detail the origin of the differences in the
time release of elements for our fiducial yield set. In this figure, we
split the cumulative yield return into the contributions from different
nucleosynthetic channels (CC-SN in blue, SN Ia in orange, and AGB
winds in green). The top panel shows a histogram of the fractional
net-yield contribution of each nucleosynthetic channel integrated
over the IMF and over a Hubble time of a subset of 42 out of a total
of 81 elements traced by Chempy.6

The values for H, Li, Be, and B are negative indicating their
preferential consumption inside stars. For the other elements, these
figures show that most of them originate from a combination of
different channels with varying relative contributions. For example,
for iron and Ni we see that CC-SN and SN Ia contribute equal
amounts of Fe to the enrichment (similar conclusions can be made for
Cr, V). O, Na, Mg, Al, and Cu are almost only produced by CC-SN
while F stems entirely from AGB winds. For He on the other hand we
see that CC-SN and AGB winds contribute roughly equal amounts
of mass to the enrichment. C is mostly produced in CC-SN but has
roughly one quarter contribution from AGB winds while N shows
the exact opposite. Mn again is mostly released by SN Ia with an
one-third contribution by CC-SN. Finally, Si, S, Ar, or Ca originate
from CC-SN explosions with roughly one quarter contribution by
SN Ia.

While for some elements different channels might contribute
equally to the elemental return there can be a significant time delay
in the onset of the release of elements of up to 100 Myr (roughly
one dynamical time inside the stellar disc of an L� galaxy) between
the release of elements from different sources. This is highlighted in
the lower four panels showing the cumulative net-yields of different
elements as a function of time (grey lines) split into the contributions
from different nucleosynthetic channels (CC-SN in blue, SN Ia in
orange, and AGB winds in green). While CC-SN start releasing their
elements as soon as the most massive stars explode (>40M�, tmin

∼ 4 Myr after birth of the SSP), SN Ia, and AGB star winds release
their elements much later (∼40 Myr after birth). Interestingly, the
release of O by SN Ia explosions is roughly offset by the destruction
of oxygen in AGB stars. Similarly there exists a period of time when
the AGB net-yield of C is negative due to high mass AGB stars7 and
only becoming positive when lower mass stars enter the AGB phase.

6See Tutorial 8 of the Chempy package at https://github.com/jan-rybizki/C
hempy/tree/master/tutorials
7Note, this is only true for the net-yields. The total mass return to the ISM
will be the sum of newly synthesized elements referred to as the net-yields
and the initial elemental abundance. Here, some of the initial C will be fused

While the time evolution is qualitatively similar for all net-
yields taken from different sources in the literature their quantitative
agreement is not. There is no real consensus on how much mass
of a given element is synthesized in a specific star (as a function
of metallicity and mass) nor the relative contribution of the different
channels to a single element. In fact, there can be a difference of up to
a factor of a few between different yield sets. This fact is highlighted
in Fig. 2 which compares the fractional difference between IMF
averaged net-yields from different yield tables in the literature in
comparison to our fiducial yield set. The upper panel compares SN Ia
yields, the middle panel CC-SN yields (see also Fig. D1 for additional
yield tables), and the lower panel compares AGB wind yields. Note,
the y-axis is in logarithmic scale which shows that for some elements
the difference can be up to a factor of a few.

At first sight this might give the impression that in general chemical
yields might be unreliable. However, investigating this figure more
closely we see that for the most abundant elements (H, He, O, C,
Ne, Fe, N, Si, Mg, S) the differences between different yield tables
is smaller than � 20 per cent across all channels (see also Romano
et al. 2010, for a more in depth discussion of uncertainties related to
specific stellar yields). This intrinsic uncertainty should be kept in
mind when comparing model predictions to observations. We further
note that those are only the uncertainties attributed to the stellar mod-
els and nucleosynthetic processes. Additional uncertainties originate
when using a different IMF (see e.g. discussion of Fig. A1).

2.1.2 Coupling the SSP model to numerical simulations

In Figs A3 and 1, we have shown that there is substantial time
evolution of the chemical enrichment for a single SSP over its
lifetime. Therefore it is necessary to explicitly follow the time
release of elements in numerical simulations instead of applying an
instantaneous recycling approximation. The various elements follow
distinct tracks which make it relatively complicated to accurately
approximate their evolution by a small set of analytic functions.
Therefore a lookup table approach seems the most straightforward
implementation in order to make use of the chemical enrichment in
numerical simulations.

The usage of net-yield tables in Chempy makes the application of
the chemical enrichment prescriptions formulated in Chempy in
numerical simulations relatively easy. Those simulations usually
trace the initial elemental abundance of gas and stellar particles
such that the combined elemental return for an element i, �mi

tot in a
time-step �t from a stellar particle of mass mstar follows via

�mi
tot = �mi

new + �mi
init, (1)

where �mi
new is the newly synthesized mass of element i taken

from the net-yield tables at the appropriate stellar metallicity that is
released during this time-step and is the amount of initial mass of
that element inherited from the birth gas cloud that is released in this
time-step. The sum of �mi

tot over all elements i will sum up exactly
to the total mass lost by the SSP. Note that �mi

new might be negative
for elements such as hydrogen or helium which get fused into higher
mass elements. Therefore, mass conservation demands that the sum
over �mi

new of all elements i in the net-yield table should return 0
since the mass of newly synthesized heavy elements equals the mass
of the destroyed lighter elements.

into higher mass elements effectively lowering the C abundance of the initial
composition.
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SN Ia yields
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Figure 2. IMF weighted relative differences between our fiducial yield set using CC SN yields from Chieffi & Limongi (2004), AGB star yields from Karakas
& Lugaro (2016), and SNIa yields from Seitenzahl et al. (2013) and other yield sets implemented in Chempy as indicated in the legend. The top panel shows
SNIa yields by Iwamoto et al. (1999), Thielemann et al. (2003), and the Illustris-TNG yields (see the text for more explanation, (see text for more explanation,
Naiman et al. 2018; Pillepich et al. 2018). The two middle panels compare CC SN yields from Limongi & Chieffi (2018), Nomoto et al. (2013), Portinari et al.
(1998). The bottom panel compares AGB yields by Ventura et al. (2013), Pignatari et al. (2016), and the Illustris-TNG yields with our fiducial yield set. An
additional comparison of CC SN yields from Frischknecht et al. (2016), West & Heger (in preparation) and the Nugrid collaboration (Ritter et al. 2018b) is
shown in Fig. D1 in the appendix.

3 A P P L I C AT I O N : C O S M O L O G I C A L Z O O M - I N
SIMULATION S

We have taken the above approach and implemented the time release
of elements as synthesized by Chempy into the modern smoothed
particle hydrodynamics (SPH) code Gasoline2 (Wadsley, Keller
& Quinn 2017). For this study, we perform in total 23 cosmo-
logical zoom-in simulations of 8 different galaxies ranging from
106−1011M� in stellar mass. Energetic feedback prescriptions and
initial conditions are adopted from the NIHAO project (Wang et al.
2015) and for completeness we briefly discuss them below. Basic
parameters of each central galaxy are listed in Table 3. Note, the
projected stellar half-light radii measured for the galaxies are well
in agreement with observed galaxy sizes at the same stellar mass for
which we expect half-light sizes of ∼3 kpc (e.g. Kravtsov 2013). For
the simulated Milky Way analogues those correspond to exponential
scale length of ∼4–5 kpc (table 2 of Buck et al. 2020).

The NIHAO galaxies adopt cosmological parameters from the
Planck Collaboration VIII (2014), namely: �m = 0.3175, ��=
0.6825, �b = 0.049, H0 = 67.1 km s−1 Mpc−1, σ 8 = 0.8344.
Zoom-in initial conditions are created using a modified version of
the GRAFIC2 package (Bertschinger 2001; Penzo et al. 2014) by
selecting galaxies for re-simulation from cosmological dark matter
only boxes selecting only on the dark halo mass in combination
with an isolation criterion for numerical reasons. Formally, we only
consider haloes that have no other halo with mass greater than one-
fifth of the virial mass within three virial radii.

The adopted force softening for dark matter, gas, and star particles
are listed in Table 3. Simulated galaxies from the NIHAO project
generally match the observed properties of central galaxies (see e.g.
Obreja et al. 2016, 2019a; Buck et al. 2017, 2018; Dutton et al.
2017) and MW/M31 satellites (Buck et al. 2019a). They further
show good numerical convergence in terms of resolution (Buck et al.
2019c, 2020) and feedback prescriptions (e.g. Obreja et al. 2019b). In
particular, the adopted feedback prescriptions result in the formation
of a chemical bimodality of the stellar disc of L� galaxies (Buck
2020).

3.1 Hydrodynamics

The hydrodynamics solver Gasoline2 (Wadsley et al. 2017)
employs a modern formulation of the SPH method which improves
multiphase mixing and removes spurious numerical surface tension.
The simulations employ the Wendland C2 smoothing kernel (Dehnen
& Aly 2012) with a number of 50 neighbour particles for the calcula-
tion of the SPH properties. The treatment of artificial viscosity uses
the signal velocity as described in Price (2008) and a time-step limiter
as described in Saitoh & Makino (2009) has been implemented such
that cool particles behave correctly when hit by a hot blastwave. All
simulations employ a pressure floor following Agertz, Teyssier &
Moore (2009) to keep the Jeans mass of the gas resolved by at least
four SPH kernel masses to suppress artificial fragmentation. This
is equivalent to the criteria proposed in Richings & Schaye (2016)
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and fulfils the Truelove et al. (1997) criterion at all times. Finally,
we adopted a turbulent metal diffusion algorithm between SPH
particles as described in Wadsley, Veeravalli & Couchman (2008)
and extensively discussed in Section 2.2 of Shen, Wadsley & Stinson
(2010). This model estimates a particle’s diffusion coefficient as d
= Cturb|Sij|h2, where Sij denotes the trace-free local velocity shear
tensor defined as

S̃ij |p = 1

ρp

∑
q

mq (vj |q − vj |p)∇p,iWpq,

Sij |p = 1

2
(S̃ij |p + S̃j i |p) − δij

1

3
Trace S̃|p. (2)

The sums extend over all SPH neighbours, q, δij denotes the
Kronecker delta, ρq the density, rpq the vector separation between
particles p and q, W is the SPH kernel function, vi|q is the particle
velocity component in direction i and ∇p is the gradient operator for
particle p (operating on the SPH kernel function) while ∇p, i is the
ith component of the resultant vector. This choice for Sij results in no
diffusion for compressive or purely rotating flows. With equation (2)
the diffusion expression for a scalar variable Ap of particle p can be
computed as follows:

Dp = C |Sij |p| h2
p,

dAp

dt
= −

∑
q

mq

(Dp + Dq )(Ap − Aq )(rpq · ∇pWpq )
1
2 (ρp + ρq ) r2

pq

. (3)

Finally, the coefficient Cturb is set to 0.05 (Wadsley et al. 2008; Shen
et al. 2010).

Gas cooling in the temperature range from 10 to 109 K is im-
plemented via hydrogen, helium, and various metal-lines using pre-
calculated cloudy (version 07.02; Ferland et al. 1998) tables (Shen
et al. 2010; Obreja et al. 2019b). Heating from cosmic reionization is
implemented via a metagalactic UV background (Haardt & Madau
2012).

3.2 Star formation and feedback

Star formation is implemented following Stinson et al. (2006) in
which dense (nth > 50mgas/ε

3
gas = 10.3 cm−3, where mgas denotes

the gas particle mass, εgas the gas gravitational softening, and the
value of 50 refers to the number of neighbouring particles) and cold
(T <15 000 K) gas is eligible to form stars. A systematic study of
the impact of the star formation threshold density on the galaxy
properties has recently been conducted by Dutton et al. (2019, 2020)
where only simulations with a high (n > 10 cm−3) threshold density
reproduce the observed spatial clustering of young star clusters
(Buck, Dutton & Macciò 2019b).

The gas fulfilling the above requirements will be stochastically
converted into star particles according to: �mstar

�t
= cstar

mgas

tdyn
, where

�mstar is the mass of the star particle formed, mgas the gas particle
mass, �t the time-step between star formation events (here: 8 × 105

yr), and tdyn is the gas particles dynamical time. The variable cstar

refers to the star formation efficiency, i.e. the fraction of gas that will
be converted into stars during the time tdyn. We set this parameter to
cstar = 0.1 which reproduces the Kennicutt (1998) Schmidt relation
(Stinson et al. 2006). The initial stellar particle mass at birth is
fixed to one third of the initial gas mass and successive mass-loss is
implemented as described in Section A4.

We model the energy input from stellar winds and photoionization
from luminous young stars following the ‘early stellar feedback’
prescriptions in Stinson et al. (2013) and inject the resulting feedback
energy as pure thermal feedback. The energy input from CC-

SN and SN Ia blastwaves is implemented following Stinson et al.
(2006) using self-consistent supernovae rates calculated by the stellar
evolution models described in Section 2. For both feedback channels,
the efficiency parameters were chosen such that one MW mass galaxy
respects the abundance matching relations (Behroozi, Wechsler &
Conroy 2013; Kravtsov, Vikhlinin & Meshcheryakov 2018; Moster,
Naab & White 2018) at all redshifts.

Elemental feedback from CC-SN, SN Ia, and AGB stars is imple-
mented as described in Section 2.1.2. We tabulate the time-resolved,
mass-dependent element release of a single stellar population as
a function of initial metallicity in a grid of 50 metallicity bins
logarithmically spaced between 10−5 and 0.05 in metallicity with
each metal bin resolved by 100 time bins logarithmically spaced in
time from 0 to 13.8 Gyr. All our simulations track the evolution of
the 10 most abundant elements by default (H, He, O, C, Ne, Fe, N,
Si, Mg, S) while any other element present in the yield tables can
additionally be tracked. Our fiducial combination of yield tables uses
SN Ia yields from Seitenzahl et al. (2013), CC-SN yields from Chieffi
& Limongi (2004) and AGB star yields from Karakas & Lugaro
(2016). Additionally we simulated a dwarf galaxy and a MW-mass
galaxy with varying CC-SN yields (see Table 2 for more details)
as those yields should have the most effect on the final chemical
composition (see e.g. Fig. 1). The python code exemplifying how
to use Chempy to synthesize the yield tables can be found at
https://github.com/TobiBu/chemical enrichment.git.

For this work we define the abundances of element X as [X/H] =
log (mX/mH) − log (XX, �/XH, �) where mX and mH are the gas or star
particle’s mass of element X and hydrogen mass while XX, � and XH, �
denote the solar mass fractions of element X and hydrogen taken
from Asplund et al. (2009). Finally, the abundance of α elements
is defined as the (mass weighted) sum of Mg, Si, Ca and Ti such
that [α/Fe] is [(Mg+Si+Ca+Ti)/Fe]. We compare our simulations
to observational data from Kirby et al. (2019) and Buder et al. (2021).

4 R ESULTS: G ALAC TI C CHEMI CAL
COMPOSI TI ON

We evaluate the new chemical enrichment model implemented in
Gasoline2 by investigating the stellar mass–metallicity relation
(left-hand panel of Fig. 3), the stellar [Fe/H] versus stellar mass
relation (right-hand panel of Fig. 3) and the gas phase oxygen
abundance (Fig. 4). We compare our simulations to observations
from Gallazzi et al. (2005), Panter et al. (2008), Kirby et al. (2013)
and Tremonti et al. (2004), Zahid et al. (2013), and Berg et al.
(2012), respectively. We further investigate changes with respect to
the fiducial NIHAO suite.

4.1 Stellar mass–metallicity relation

The left-hand panel of Fig. 3 shows the stellar mass–metallicity
relation for the new chemical enrichment model (coloured symbols)
in comparison to observational data as indicated in the legend as well
as results from the fiducial NIHAO implementation (faint blue dots).
The overall shape of this relation is mainly set by the interplay of
star formation, feedback, and gas inflow/outflow (e.g. Dayal et al.
2013). Stellar masses and metallicity are measured for all stars within
two times the projected stellar half-light radius, 2 Rhalf . The right-
hand side panel shows the stellar iron abundance versus stellar mass
both measured within the projected half-light radius of the galaxies
in comparison with the relation for Local group dwarf galaxies
measured by Kirby et al. (2013).
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Table 3. Simulation properties of the main galaxies: We state the total stellar mass, Mstar and the total amount of gas, Mgas, within the virial radius. We further
report the projected stellar half-light radius, Rhalf, the total metallicity, Z/Z�, iron abundance [Fe/H], and gas phase oxygen abundance measured within 2Rhalf.
The last column presents the stellar, gas, and dark matter mass resolution. We separate the table into two parts. The upper part presents the different model
galaxies at fixed fiducial yield set and the lower part presents the two galaxies rerun with different yield sets.

Simulation Yield set Mstar Mgas Rhalf log (Z/Z�) [Fe/H] 12 + log(O/H) mstar/mgas/mdark

(1010 M�) (1010 M�) (kpc) (105 M�)

galaxy models
g2.79e12 new fid 18.23 21.70 2.81 −1.62 0.17 9.24 1.06/3.18/17.35
g8.26e11 new fid 4.00 8.00 2.93 −1.74 − 0.06 9.01 1.06/3.18/17.35
g7.55e11 new fid 3.75 6.81 2.71 −1.77 − 0.09 8.97 1.06/3.18/17.35
g2.19e11 new fid 0.08 0.92 2.78 −2.72 − 1.05 8.02 0.13/0.39/2.17
g1.57e11 new fid 0.10 1.00 4.67 −2.78 − 1.12 8.06 0.13/0.39/2.17
g4.99e10 new fid 0.01 0.19 2.93 −3.18 − 1.51 7.53 0.04/0.11/0.64
g2.83e10 new fid 0.003 0.10 1.77 −3.39 − 1.75 7.35 0.04/0.11/0.64
g7.05e09 new fid 0.0002 0.01 0.45 −3.51 − 1.85 7.29 0.01/0.03/0.19

Model variations
g8.26e11 alt 4.10 7.51 2.67 −1.80 − 0.14 8.99 1.06/3.18/17.35
g8.26e11 alt2 3.52 7.69 2.61 −1.95 − 0.17 8.74 1.06/3.18/17.35
g8.26e11 alt3 4.22 7.80 2.69 −1.74 − 0.13 9.04 1.06/3.18/17.35
g8.26e11 alt4 3.91 7.65 2.68 −1.81 − 0.17 9.04 1.06/3.18/17.35
g8.26e11 steepIMF 4.29 7.93 2.47 −2.01 − 0.22 8.61 1.06/3.18/17.35
g8.26e11 longDelay 4.19 7.62 2.68 −1.73 − 0.11 9.05 1.06/3.18/17.35
g8.26e11 highNorm 4.29 7.71 2.64 −1.71 0.03 9.06 1.06/3.18/17.35
g2.83e10 alt 0.004 0.12 1.76 −3.34 − 1.79 7.47 0.04/0.11/0.64
g2.83e10 alt2 0.003 0.14 1.63 −3.57 − 1.81 7.02 0.04/0.11/0.64
g2.83e10 alt3 0.003 0.13 2.18 −3.27 − 1.74 7.52 0.04/0.11/0.64
g2.83e10 alt4 0.003 0.12 1.99 −3.49 − 1.85 7.45 0.04/0.11/0.64
g2.83e10 longDelay 0.003 0.10 2.04 −3.35 − 1.77 7.34 0.04/0.11/0.64
g2.83e10 highNorm 0.003 0.11 1.75 −3.33 − 1.64 7.35 0.04/0.11/0.64
g2.83e10 steepIMF 0.006 0.09 1.67 −3.35 − 1.59 7.24 0.04/0.11/0.64
g2.83e10 low fb 0.005 0.16 2.02 −3.19 − 1.56 7.51 0.04/0.11/0.64

105 106 107 108 109 1010 1011 1012

M 2Rhalf
star [M ]

10−2

10−1

100

Z
st

ar
/Z

Gallazzi+2005

Panter+2008

NIHAO

new fiducial

alt

alt2

alt3

alt4

low fb

steepIMF

longDelay

highNorm

105 106 107 108 109 1010 1011

MRhalf
star [M ]

−2.5

−2.0

−1.5

−1.0

−0.5

0.0

0.5

[F
e/

H
]

st
ar

Kirby+2013

Kirby+2013

NIHAO

new fiducial

alt

alt2

alt3

alt4

low fb

steepIMF

longDelay

highNorm

McConnachie + 2012

Figure 3. Stellar mass metallicity relation (left-hand panel) and stellar mass versus stellar iron abundance (right-hand panel) of the new chemical enrichment
implemented in Gasoline2 (red points) in comparison to observational data from Gallazzi et al. (2005), Panter et al. (2008), and Kirby et al. (2013),
respectively. In the right-hand panel faint grey points show additional observational data from McConnachie (2012). We highlight the temporal evolution of
our model galaxies with thin red dots connected with lines. Faint blue data points show results from the NIHAO sample highlighting the galaxies selected for
re-simulation with blue squares. The open coloured symbols show additional runs with varying yield tables or stellar physics parameters as detailed in Table 2.

Let us first compare the results of the new chemical enrichment
(red squares) with their corresponding NIHAO galaxies (blue open
squares). We see that for almost all galaxies stellar masses, total
metallicities and stellar iron abundances agree well between new
and old runs. Deviations between individual galaxies are within the
expected scatter introduced by stochastic star formation recipes (see
also Genel et al. 2019; Keller et al. 2019). Note, the agreement
between stellar masses measured at two different radii further implies

that the new chemical enrichment does not lead to drastic changes in
stellar mass profiles. Comparing this further with the runs where we
tested different yield sets from the literature (open coloured symbols),
we see that the latter have a modest influence on the total metallicity
or iron abundance but less so on the total stellar mass. We have
checked that this differences in metallicities are solely due to different
yields and not to a different star formation history (see Fig. B1 in the
appendix).
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Figure 4. Stellar mass gas phase oxygen abundance of the new chemical
enrichment implemented in Gasoline2 (red points) in comparison with
observational data from Tremonti et al. (2004), Zahid et al. (2013), and Berg
et al. (2012), respectively. Again, we highlight the temporal evolution of
our model galaxies with thin red dots connected with lines. The faint blue
data points show results from the NIHAO simulations where we highlight
the galaxies selected for re-simulation with blue squares. The open coloured
symbols show additional runs with varying yield tables or stellar physics
parameters as detailed in Table 2.

Let us now turn to compare the simulation results to the observed
relations. For the total metallicity observed relations exist for the
stellar mass range 109–1012 M� while for the iron abundance Local
Group dwarfs constrain the relation in the mass range ∼104–109 M�.
While the total metallicity of our simulations agrees well with
the observed mass–metallicity relation, the iron abundance around
∼107 M� falls slightly below the observed relation although within
the scatter of individual observed dwarf galaxies. This is especially
true for both the old NIHAO implementation and the new chemical
enrichment model regardless of the yield table used. Note, we
highlight the temporal evolution of our model galaxies with thin
red dots connected with lines. This shows that the galaxies mostly
evolve along the redshift zero relation.

4.2 Stellar mass versus gas oxygen abundance

Fig. 4 compares the gas phase oxygen abundance of our simulations
to the observed relation of Tremonti et al. (2004), Zahid et al. (2013),
and Berg et al. (2012). At the high mass end, the new chemical
enrichment implementation results in lower oxygen abundances
compared to the old NIHAO simulations. Our new results are in
better agreement with the observations. At the low mass end we
find no differences in the oxygen abundance between the different
implementations and both agree with the observed relation. At
intermediate stellar masses of 106–108 M� we find similar results as
for the stellar iron abundance. Both the new chemical enrichment
model and the old NIHAO implementation underpredict the gas
phase oxygen abundance. We have tested if this is affected by the
spatial selection applied (2Rhalf versus 1Rhalf shown in faint red open
squares) but find only a mild dependence of the oxygen abundance on
the spatial selection. However, the stellar mass measured for a smaller
apertures shifts towards lower masses which slightly alleviates the
tension between simulations and observations (especially for the
models with larger O abundance like e.g. alt, alt3).

Finally, we find that only a change in the strength of stellar
feedback (here a reduction of the coupling efficiency of the early
stellar feedback from 13 per cent to 6 per cent, magenta open

pentagon) or a larger high mass slope of the IMF (olive open
diamond) and as such a reduced amount of CC-SN tend to increase
the iron abundance. This brings the simulations closer to the observed
relations at intermediate stellar masses. Although we find that a
steeper IMF high mass slope in combination with our fiducial yield
table underpredicts the gas oxygen abundance stronger than the
fiducial model.

Agertz et al. (2020) find that explosive feedback expels too many
metals from low mass dwarf galaxies such that those feedback
mechanisms result in a lower metallicity at fixed stellar mass while
other dwarf galaxy scaling relations are unaffected by this. Our tests
here seem to confirm their findings although a reduced feedback
strength also results in roughly a factor of two larger stellar masses
for the dwarf galaxy tested here. A larger suite of model galaxies at
this mass scale is certainly needed to investigate this issue further
and potentially constrain feedback mechanisms at this galaxy mass
range. Also, care must be taken in comparing simulation results of
isolated galaxies with relations obtained for Local Group galaxies
which evidently live in a galactic environment influenced by the two
major galaxies MW and Andromeda. This might bias Local Group
galaxies which might have experienced accretion of pre-enriched gas
or suffered some kind of stripping (e.g. Buck et al. 2019a) by ram
pressure and tidal forces.

4.3 Metallicity and α-element distributions

Section 4.1 revealed that the average stellar metallicity of the
simulations is in agreement with the observed mass–metallicity
relation. However, it is further instructive to not only investigate
zero-order moments of the abundance distribution but look at the
distribution functions. In the next two subsections, we investigate
in detail the metallicity distribution functions and the α element
distribution functions for different yield sets probed in this work.
Contrary to the previous section, we do not apply any spatial selection
and use all star particles within the virial radius of the galaxies.

4.3.1 Metallicity distribution

Fig. 5 shows the distribution of stellar iron abundance for the dwarf
galaxy g2.83e10 (left-hand column) and the MW mass galaxy
g8.26e11 (right-hand column) for all eight different models.
Fig. C1 in the appendix shows the distribution function of total
metallicity for the two galaxies. In all panels the filled blue histogram
shows the fiducial NIHAO implementation while in the left-hand
panels in Fig. 5 the vertical thin dotted lines show the range of mean
iron abundance of five dwarf galaxy satellites of M31 as measured
by Kirby et al. (2019, table 4) and the black thin histograms in the
right-hand panels show results from the DR3 of the GALAH survey
based on a magnitude-limited selection and thus only selecting stars
in the solar neighbourhood.

The distribution functions of all models share a common feature:
They are skewed towards low metallicities/iron abundance. All
models calculated for this work show a rather extended tail of low
metallicity stars reminiscent of the well-known G dwarf problem
(e.g. Pagel 1997). This common feature is a manifestation of the
star formation history which follows the same shape in all eight
models (see fig. B1). The maxima of our distribution functions of
[Fe/H] for the dwarf galaxy (left-hand panels of Fig. 5) agree well
with the measured limits by Kirby et al. (2019) for all our models.
However, the maxima of longDelay, alt3, and NIHAO are close to
the observed upper limit. We furthermore see significant secondary
peaks of highNorm and steepIMF above the limit.
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Figure 5. Distribution functions of stellar iron abundance for the dwarf
galaxy g2.83e10 (left-hand panels) and the MW mass galaxy g8.26e11
(right-hand panels) for various different yield sets tested in this work. For
comparison, in the left-hand panels, the grey bar indicates the range of mean
iron abundance of the five dwarf satellites of M31 as measured by Kirby et al.
(2019, table 4). In the right-hand panels, the grey filled histogram indicates
the observed iron abundance distribution of solar neighbourhood stars from
GALAH-DR3 (Buder et al. 2021). The light blue histograms show the results
from the fiducial NIHAO implementation.

The shape of our distribution functions for the MW mass galaxy
(right-hand panels of Fig. 5) agree qualitatively with the one mea-
sured by GALAH DR3 for the local MW, that is, a maximum around
solar [Fe/H] with a skewed shape, extending towards lower [Fe/H].
Quantitatively, we do see, however, that the measured distribution
of GALAH DR3 peaks slightly below zero, i.e. [Fe/H] ∼ −0.1 dex,
similar to most studies of the Solar vicinity (e.g. Casagrande et al.
2011; Katz et al. 2021). Furthermore, the observed distribution is less
skewed in GALAH DR3 compared to our implementations. Selecting
stars only from a solar neighbourhood in the simulations does not
change this conclusion as this effects both the lowest and highest
metallicity bins. Whether this discrepancy is due to a different SFH
in the simulations and the MW or due to different SN Ia yields needs
to be investigated further.

In this work, we did not vary the yield set for SN Ia only their delay
time and normalization and keep the yieldset fixed to Seitenzahl et al.
(2013). For a more in depth exploration of the impact of different
type Ia SN yields on MW chemical evolution see the recent work by
Palla (2021). This work shows that Fe masses and [α/Fe] abundance
patterns are less affected by the detailed yield sets while for Fe-
peak elements (which are not the focus of this paper) there seems to
be a strong dependence on the white dwarf explosion mechanism.
Here we find that a difference in delay time between our fiducial
model (τ = 40 Myr) and the longDelay runs (τ = 160 Myr) does
not lead to significant differences in the iron abundance. However, a
slight change in the SN Ia normalization (−2.9 versus −2.75 for the
highNorm run) leads to a slight increase in the iron abundance for
both the dwarf and the MW mass galaxy.

As previously noted, all models exhibit similar mean metallic-
ities/iron abundances. Note, we do not recalibrate any simulation
parameters in this work. This is important to note again as in the

next subsection we turn to investigate the distribution of α-elements
relative to iron, the [α/Fe] ratio. Therefore we like to stress here that
especially the iron abundance distributions of our models do not differ
significantly and all differences discussed in the next section can be
attributed to differences in yield tables (remember the similarity in
star formation history).

4.3.2 Diversity in α-element distribution

The left-hand panels of Fig. 6 show the distribution of stellar
α-element abundance for all eight simulations of g2.83e10 in
comparison to observational data from Kirby et al. (2019, table
4) for five Andromeda satellite galaxies shown with the grey
shaded area. The right-hand panels of Fig. 6 show the stellar α-
element abundance for the eight models of the MW mass galaxy
g8.26e11 in comparison to the GALAH DR3 data. Here we
define the α-element abundance as [α/Fe] ≡ [(Mg+Si+Ca+Ti)/Fe],
in line with the definition of Kirby et al. (2019) who uses the
union of Mg, Si, Ca, and Ti and GALAH DR3 which uses an
uncertainty-weighted average of Mg, Si, Ca, and Ti. In contrast
to the iron abundance distribution functions shown in Fig. 5 the
α-element distribution shows significant diversity between different
yield tables or feedback strengths. For the dwarf galaxy the peaks of
the different α-element distributions span a range of 0.5 dex between
[α/Fe] ∼ −0.25 (alt2) up to [α/Fe] � 0.3 (alt4). Comparing to the
observations by Kirby et al. (2019) of dwarf galaxies of similar
stellar mass puts strong constraints on valid yield sets. Only the
alternative yield set alt and alt3 result in [α/Fe] ratios in agreement
with observed α-enhancements. All other models underpredict the
observed values except for the yield set alt4 which strongly over
produces α-elements. We have checked that differences in stellar
mass between our model galaxies and the observed dwarfs do
not influence our conclusions. The left-hand panels of Fig. C2
in the appendix show that the average α-element abundance is
not sensitive to the stellar mass of the dwarfs and only shows a
mild dependence on stellar mass. This implies that cosmic variance
that manifests itself with different star formation histories for the
dwarf galaxies does not have a strong impact on the α-element
abundance distribution at constant stellar mass. This opens the
possibility to constrain chemical enrichment models by comparing
those results to accurate and correct measurements of stellar masses
and abundances.

Finally, we find that most of the differences of the different models
are caused by differences in the Mg abundances as shown in Fig. C3
in the appendix.

Note that the differences in α-element abundance is not caused by
a difference in iron abundance as we have discussed in the previous
section. Especially the steepIMF and alt2 model which underpredict
the α-element abundance show iron abundances in the same range as
the other models. Similarly in order to explain the overproduction of
α-elements in the alt4 model by a miss-match in the iron abundance
we would expect this model to underproduce iron compared to the
other models. This is clearly not the case as the lower right-hand
panel of Fig. 5 shows.

For the MW mass galaxy (right-hand panels of Fig. 6) the
differences are not as pronounced as for the dwarf but variations
among the models are still quite noticeable. The peaks of the
different α-element distributions span a range of ∼0.3 dex between
[α/Fe] ∼ −0.15 (steepIMF) up to [α/Fe] � 0.2 (alt3). Qualitative
comparison to observational data from the GALAH survey
(grey histograms) suggest [α/Fe] values around solar hinting at
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Figure 6. Distribution functions of α-element abundance ([α/Fe]≡[(Mg+Si+Ca+Ti)/Fe]) for the dwarf galaxy g2.83e10 (left-hand panels) and the MW
mass galaxy g8.26e11 (right-hand panels) for various different yield sets tested in this work. In the left-hand hand panels, the grey vertical bar shows the
mean α-abundance of five dwarf galaxy satellites of M31 as measured by Kirby et al. (2019, table 4). In the right-hand panels, the grey/black histograms show
results for the solar neighbourhood from the GALAH DR3 (Buder et al. 2021).

the conclusion that the longDelay and alt, alt3, alt4 yield sets
overpredict the α-enhancement while the steepIMF and alt2 model
tend to underproduce the α-enhancement. Only the models fiducial
and highNorm are marginally in agreement with the GALAH data
(see also Fig. 7). This finding is at odds with the results for the
dwarf galaxy where the best matching models are the alt, alt3, and
longDelay yield sets. Note, the exact value of the α-enhancement
does not depend strongly on the stellar mass of the galaxy as the
right-hand side of Fig. C2 in the appendix shows.

Note, the comparison to GALAH is only of qualitative nature
for several reasons. First, the GALAH survey selects for primarily
nearby main sequence stars near the Sun. Our comparison is not
entirely consistent given as we select stars across a much larger radial
extent in the simulation and not sampled as per the GALAH survey.

However, we have checked that only selecting solar neighbourhood
stars does not affect our results in the right-hand panels of Fig. 6
and subsequent conclusions, as this only affects the edges of the
alpha-distributions at very low and high α-abundances. Secondly,
we are comparing a generic MW mass model to MW data and it is a
priori unclear if the particular model galaxy is a good MW analogue.
Thirdly, MW represents a single object and it is still unclear if the
observed α-enhancement is representative for all MW mass galaxies.
Current theoretical models do not agree on this point and offer
explanations for both scenarios (see e.g. Grand et al. 2018; Mackereth
et al. 2018; Clarke et al. 2019; Buck 2020; Renaud et al. 2021b).
However, a quantitative comparison needs to take into account the
exact selection function of the particular survey and account for
measurement uncertainty on stellar abundances and metallicities.
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Figure 7. Tinsley–Wallerstein diagram: Distribution of α-element abundances as a function of metallicity, coloured by stellar mass. For the simulation we
show only stellar particles within a radial range of 6.5 < R < 9.5 kpc and absolute vertical height of |z| < 2 kpc from the disc mid-plane. Colour-coding shows
the stellar mass in each [α/Fe],[Fe/H] bin. For comparison, contours show stellar number counts for the solar neighbourhood from GALAH DR3 (Buder et al.
2021). The grey error bars in the lower right of each panel indicate the median observational uncertainty of the GALAH data. The grey lines at [Fe/H] = 0 and
[α/Fe] indicate solar abundance values. See the text for more explanation.

Therefore we defer a more thorough comparison to a dedicated future
study.

Comparing the distribution functions of α-elements for the dwarf
galaxy in the left-hand side of Fig. 6 with those for the MW mass
galaxy, we find for all yield models a consistent shift of ∼0.1 dex
to larger values of [α/Fe] for the more massive galaxy. This is also
consistent for the other galaxies run with the fiducial yield table in
our sample (see Fig. C2 in the appendix). On the other hand, for the
observations, to zero order we find that the median [α/Fe] decreases
with stellar mass when going from dwarf to MW mass scale as might
be expected from a larger contribution of SN Ia to the enrichment
in MW mass galaxies and varying star formation efficiencies in the
dwarf galaxies (e.g. Nidever et al. 2020). Of course, this is a simplified
comparison as also in the dwarf regime we expect the α-abundance to
be a function of metallicity (e.g. Fig. 8 Kirby et al. 2019). However,
understanding the exact cause of this finding and how much of it can
be attributed to different star formation efficiencies in the simulations
and the observations needs a larger sample of dwarf galaxies and a
more in depth analysis which is outside the scope of this paper which
focuses on different yield tables. Future work is needed in order to
gauge if this finding poses a challenge to our current models and if so,
researching the reason for this opposite trend of α-enhancement with
stellar mass in the simulations and the observations will open new
possibilities for our understanding of star formation and feedback in
(dwarf) galaxies.

4.4 Abundance tracks in [X/Fe] versus [Fe/H]

It is now well known that for the MW the evolution of the α-
abundance as a function of metallicity shows a very distinct trend (e.g.
Wallerstein 1962; Tinsley 1979; Wyse & Gilmore 1995; Fuhrmann
1998; Venn et al. 2004; Bensby et al. 2014; Hayden et al. 2015).
Low metallicity in-situ stars follow a plateau at high α-abundances
which obeys a knee at slightly subsolar metallicities and bends
towards lower α-abundance at higher metallicity. Simultaneously
there exist a lower α-abundance sequence around solar α-abundance
across a wide range of metallicities. This peculiar tracks have been
explained by various authors to arise from an exquisite interplay of
star formation time-scales, stellar yields, and particular gas accretion
history of the MW (e.g. Chiappini et al. 1997; Matteucci 2012;
Spitoni et al. 2020). Therefore this plane of observables offers an

ideal constraint for the interplay of yield sets and feedback model.
In Buck (2020), we have shown that such a bimodal sequence is
a rather generic feature of the NIHAO feedback scheme. In this
section, we use this finding to scrutinize different yield sets in their
ability to reproduce (at fixed feedback parameters) the location and
shape of the observed α-abundance bimodality. Here two things
are of importance: On the one hand, the enrichment to high α-
abundances of ∼0.3 dex at low metallicity and simultaneously solar
values at solar metallicity should be achieved. And secondly, the
shape/position of the knee/down bending should occur roughly at
the observed metallicity as it constraints the turning point where the
relative contribution of CC-SN to SN Ia changes.

In Fig. 7, we compare the [α/Fe] versus [Fe/H] plane for all
our models. The upper left-hand panel shows the fiducial yield
set and to the right of it we compare the three models varying
physical parameters of the SSP while the bottom row shows the four
alternative yield sets tested. In order to guide the eye, we indicate
solar values with grey lines and overlay observational results from the
GALAH survey. Note, for this work we apply only a simple spatial
selection to the simulated data and refrain from modelling in detail
the GALAH selection function (e.g. accounting for that fact that
GALAH mainly observes cool dwarfs). Additionally, we accompany
this plot by Figs 8 and 9 which compare single element (columns)
abundance tracks among all models (rows). For this first exploratory
work, we have decided to focus on a differential comparison between
yield sets. Therefore we refrain from exactly modelling the GALAH
selection function and decided to simply select from the simulation
star particles within an annulus of 6.5 < R < 9.5 kpc. This spatial
selection approximates the solar-centric distance distribution of stars
included in GALAH. In the simulation we are formally dealing
with star particles several orders of magnitude more massive than
single stars. Therefore, for the simulation we show a 2d histogram of
stellar mass while for the GALAH survey the contours show number
counts. In future works one can improve upon this simple selection
by generating synthetic stellar catalogues from the simulations (e.g.
Valentini et al. 2018), and applying the exact GALAH selection
function to these catalogues.

In all panels, two clear sequences for the simulations can be
seen: an extended primary sequence with the highest stellar mass
densities reaching supersolar [Fe/H] and showing a bimodality at
the highest metallicities, and a secondary sequence at low [Fe/H] as
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Figure 8. Distribution of O, C, Mg, and Ca (from left to right) abundances as a function of metallicity, coloured by stellar mass. We show only stellar particles
within 6.5 < R < 9.5 kpc and |z| < 2 kpc. Different rows compare different yield sets as indicated in the lower left-hand corner of each panel. For comparison,
contours show the results of the GALAH survey (Buder et al. 2021). The grey error bars in the lower right of each panel indicate the median observational
uncertainty of the GALAH data and grey lines indicate solar abundance values. Note, for the alt4 yield set the C abundance extends to outside the plotting range
with [C/Fe]∼0.8 (see also Fig. C4).

well as low [α/Fe] (Fig 7). Note, our choice of contour lines for
the GALAH observations makes it harder to see the bimodality
in the observed data. The primary sequence are in-situ stars of
the main galaxy, whereas the secondary sequence originates from
accreted satellite galaxies in these simulations (see Buck et al.
2020, for more details). Recent literature (Hayes et al. 2018; Das
et al. 2020; Buder et al. 2021) have found similarly pronounced
differences between accreted and in-situ stars also for the MW.
Their lower abundances in α-elements as well as Na and Al agree

qualitatively with our study. However, our predictions for [C/Fe] are
above the primary sequence, whereas they have found to be below
the primary sequence in observations (e.g. Hayes et al. 2020) found
[C/Fe] to be below the primary sequence at the same [Fe/H] for the
MW.

Subsequently, we first focus on the primary sequence, before
addressing the secondary sequence.

Fig. 7 confirms our previous notion of distinctive differences
among different yield sets. We find a range of shapes for the α-
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Figure 9. Same as Fig. 8 but this time for Si, Ti, Na, and Al (from left to right).

bimodality ranging from a single sequence evolving from high to
low [α/Fe] (alt) over a less separated bimodality (fiducial model) up
to well separated sequences (all other models). Especially the amount
of α-enhancement differs between different yield sets as would be
expected from their different predictions for the element release (e.g.
Fig. 2).

Notably the steepIMF model which uses the same yield set as
the fiducial model heavily underproduces the α-abundance at all
metallicities. This is simply caused by a reduction of the number of
high mass stars which contribute most to the α-element synthesis.
Contrary, the alt3 model overproduces α-elements and never reaches
solar values despite a clear bimodality. The strongest separation of
the two sequences can be seen in the longDelay model which shifts

the onset of SNIa to ∼160 Myr which is a factor of 4 longer delay
time compared to the fiducial model. The highNorm run fits the
overall [α/Fe] values of the MW better than the fiducial run but the
larger number of SN Ia leads to slightly too large iron abundance for
the low-α stars.

Finally, the double knee seen in model alt2 is due to a slightly
modified SFH in this model which leads to lower values of the peak
SFR between redshift z = 2–1 (∼3–5 Gyr after the big bang) as can
be seen from Fig. B1 in the appendix.

Let us turn to compare the intrinsic scatter seen in the simulation
data to the observed broad sequences. In each panel the grey
cross in the lower right corner highlights the median observational
uncertainty of the GALAH abundances. While accurately forward

MNRAS 508, 3365–3387 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/3365/6374879 by guest on 10 April 2024



Simulated diversity of chemical abundance 3379

modelling the simulation data to account for the exact survey
selection function and the observational uncertainties is outside the
scope of this work we still recognize that the simulated sequences
exhibit a narrower intrinsic scatter. Comparing those narrow tracks
with the median observational uncertainty (the grey cross) it seems
that even when we would account for the broad observational
uncertainty in future work the simulated tracks are still too narrow.
This poses a challenge for our theoretical models to explain chemical
enrichment in MW mass galaxies.

Figs 8 and 9 add a more diverse view to this as different elements
X obey different slopes in the [X/Fe] versus [Fe/H] plane both
in the models and in the GALAH data. Especially the very steep
slope observed for O is not reproduced by any of our models.8 C is
relatively similar for all models with less variation compared to O
or Mg for example. Similar to C, Ca tracks are relatively similar in
all our models except for the model alt which shows way stronger
Ca enhancement at low metallicities than all other models. For Si,
Na and Al we find similar strong differences among yield sets. Only
for Ti those differences are less pronounced. In fact, Si is almost
always overproduced while Ti is underproduced in all models which
is a known problem of the theoretical models (see e.g. discussion
of fig. 23 in Kobayashi et al. 2020) which might be resolved in 2
or 3D models of nucleosynthesis. Finally, the trend of [Na/Fe] from
our simulations agrees qualitatively well with low [Na/Fe] for metal
poor stars. The disc values for [Na/Fe], however, show a plateau-
like distribution within the data, but a steep increase for all our
model realizations (with exception of the steepIMF, longDelay and
highNorm realizations showing a plateau, but at a wrong [Na/Fe]
level). The comparison between data and simulation for Al is
especially difficult, because the observational data are limited by the
detectability of Al lines in the metal-poor regime. The trend of [Al/Fe]
is however expected to be very similar to [Na/Fe] also for metal-poor
stars. The exact reason for the tension of [Na/Fe] and [Al/Fe] for
metal-rich stars is still elusive and further research is necessary.

Comparing the scatter of the model galaxies with the observations
shows that also for individual elements the simulations reveal quite
narrow tracks. For example, the Mg track of the fiducial model agrees
quite well with the centroid of the GALAH data but when taking
into account the median observational uncertainty of ∼0.05 dex the
simulated data would still be narrower than the observations. Reasons
for this miss-match might be that the observations cover a large range
of signal-to-noise ratios and thus uncertainties (Buder et al. 2021) as
well as that observational uncertainties might be underestimated for
parts of the parameter space. For example, the boutique analysis of
the Mg abundance from only highest quality spectra of the AMBRE
project finds a much reduced intrinsic scatter compared to GALAH
(Santos-Peral et al. 2020), but covers only a few thousand stars
and has a less well described selection function than GALAH.
Future observations and re-analysis of stellar spectra might decrease
the observational scatter and allow to better constrain the intrinsic
abundance scatter in the MW (see also Bedell et al. 2018; Sharma
et al. 2020; Yuxi et al. 2021, for a determination of the intrinsic
abundance scatter in the MW). Another reason might certainly
be an underestimation of the intrinsic scatter in the simulations.

8It is still debated, if this steep trend is the true astrophysical one, or introduced
by the observational analysis. E.g. APOGEE measures a shallower trend in
the IR compared to optical studies (see e.g. fig. 22 in Buder et al. 2018).
The cause for this discrepancy is still not clear and explanations range from
atomic data or 3D NLTE effects in the IR to other not explained effect in the
optical.

Several model simplifications might artificially decrease the intrinsic
scatter: A simplistic feedback prescription might fail to reproduce
the intrinsic scatter observed for the MW. Assuming a fully sampled
IMF might in fact drive the chemical enrichment to the mean of an
SSP neglecting the effects of stochasticity on the enrichment process.
Similarly, overestimating the effect of turbulent metal mixing (see
Section 3.1 for details on our implementation) in the ISM or
underestimating the effect of radial migration decreases the intrinsic
abundance scatter at fixed radius. The effects of turbulent metal
mixing are studied in detail by Escala et al. (2018) who find that sub-
grid turbulent metal mixing strongly reduces the scatter in abundance
distributions. Similar conclusions are also made by Rennehan (2021)
for anisotropic mixing. Thus, the observed abundance scatter allows
us to constrain valid sub-grid metal mixing procedures. We will do
so in future work.

The primary focus of this work is to study different yield sets and
evaluate their viability in reproducing the observational constraints.
Therefore we did not model observational uncertainties in the
simulation as this would have hindered our comparison. However,
future work will address this point and model observational selection
effects and uncertainties. Exactly pin-pointing if there is indeed a
discrepancy between simulation results and MW observations as
well as researching the exact cause for it, may it be observational or
theoretical, is certainly needed and will help us understand galaxy
formation and the MW in more depth.

5 C O N C L U S I O N A N D O U T L O O K

5.1 Summary and conclusion

By coupling a flexible chemical evolution/stellar population model
with a well tested galaxy formation model, we are not only able to
study in more depth physical processes of galaxy formation, but
more importantly, we are able to constrain stellar evolution and
elemental synthesis models. Our chemical evolution model allows us
to flexibly explore stellar evolution parameters in a full cosmological
galaxy formation model. This helps us to put constraints on valid
parameter combinations by comparing simulation results to chemical
abundance structures as observed in the MW and local galaxies.
In particular, we show that at fixed SSP parameters (i.e. stellar
lifetimes, mass ranges for CC-SN and SN Ia, etc.) different yield
sets from the literature show significant difference in their ability
to enrich the galaxies with different chemical species. Especially
the α-element abundances of different yield sets show significant
differences in dwarf and MW mass galaxies. This in combination
with exquisite observational data for the MW and its dwarf galaxies
could potentially be used to discriminate between different models.
Similarly there exist difference in the chemical abundances for slight
variations of the SN Ia delay time or the high mass slope of the IMF.

Our results are summarized as follows:

(i) We have presented a new, mass- and metallicity-dependent,
time-resolved chemical enrichment model for cosmological simula-
tions that is able to follow any element evolution self-consistently.
This model enables a flexible parameter combination with the
potential of parameter inference from observational data via the
Chempy package prior to the simulation run, i.e. optimization with
a computational cheap model.

(ii) We implement our new model in the Gasoline2 code within
the NIHAO feedback model. Figs 3 and 4 show that this new model
reproduces stellar mass metallicity and gas phase oxygen abundance
relations generally well. We find a slight tension of the models around
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107–108 M�. Investigating the reason for this requires a larger sample
of galaxies at these stellar masses but it might point towards a failure
of the current feedback model at those stellar masses as previously
shown by Agertz et al. (2020). Future work will investigate this point
in more depth.

(iii) We find that total metallicity and iron abundances (Figs 3
and 4) as well as their distribution functions (Figs 5 and C1) do not
differ much between different yield sets when used with the NIHAO
feedback model. We find that for all yield sets tested no recalibration
of the feedback model is necessary in order to match observational
constraints on the mass–metallicity relations.

(iv) The α-element distribution function (Fig. 6) as well as the
[α/Fe] versus [Fe/H] plane (Fig. 7) show significant diversity between
the models and can help putting constraints on valid yield set
combinations or SSP parameter choices such as SN Ia delay time
or IMF shape/slopes, when compared with observational data, as
done in Figs 7, 8, and 9.

(v) We find that none of our models is able to simultaneously
match observational constraints for dwarf galaxies and the MW when
looking at the α element distribution function (Fig. 6). While in
the dwarf galaxy regime the models alt, alt3 and longDelay seem
to best match the (Kirby et al. 2019) data for the MW the best
matching models are the fiducial and highNorm models. While most
of our simulated α element distribution functions show an increasing
median with stellar mass, the observations are consistent with the
opposite trend, thus signalling an unique diversity of abundance
patterns, which we find difficult to reconcile in a single chemical
enrichment model.

(vi) For the MW model we find a narrow intrinsic scatter around
the tracks in the [α/Fe] versus [Fe/H] plane (Fig. 7) and similarly
for individual elements (Figs 8 and 9) which compared to the
observational scatter is in slight tension with MW observations,
the problem of matching the scatter in chemical abundance space.
Possible solutions to this might be an underestimation of stochasticity
from the assumption of a fully sampled IMF and a possible under-
estimation of observational uncertainties. Another uncertainty is
given by the sub-grid metal mixing prescription in the simulation.
However, for a quantitative conclusion a more in depth analysis of
the simulations including the exact modelling of the observational
selection function is needed and will be done in future work.

(vii) Within the framework of the NIHAO feedback model the
best parameter combination we have found are tables by Karakas &
Lugaro (2016) for AGB stars with tables from Chieffi & Limongi
(2004) for CC-SN and yields from Seitenzahl et al. (2013) for SN Ia
with a power law delay time distribution function following Maoz,
Mannucci & Brandt (2012) with a delay time of ∼40 Myr and
normalization of −2.9. Those are combined with stellar lifetimes
from Argast et al. (2000) and a fiducial Chabrier (2003) IMF where
the maximum mass of stars exploding as CC-SN is set to 40 M�
above which we assume direct black hole collapse. The minimum
stellar mass exploding as CC-SN is set to 8 M�, see Table A1
for more details. A nearly identical parameter combination has
been inferred from MW data previously by Philcox et al. (2018).
Note, for the dwarf galaxy we have found that either a steeper
IMF or a higher SN Ia normalization brings its iron abundance
closer to the observed relation of Kirby et al. (2013). This might
be an indication that a variable IMF model might actually be
preferable.

The combination of a generic parameter inference tool with fully
cosmological galaxy simulations can help us improve our under-
standing of galaxy formation in general and the chemo-kinematics

of our own MW in particular. We are confident that our approach of
flexibly varying essential stellar evolution and chemical enrichment
parameters will positively contribute to our understanding of galaxies
and might further help us to improve nucleosynthetic yields and
feedback prescriptions.

5.2 Outlook

The chemical enrichment prescription presented in this paper offers
several new pathways of studying galaxy formation across cosmic
time. Fig. 1 shows the relative contribution of different sources
(AGB stars, SN Ia, and CC-SN) to the abundance of different
chemical elements. Specifically studying those elements which result
predominantly from a single source might help us gain deeper
insight into the (astro)physical mechanisms of galaxy formation and
evolution.

Our new model further offers the possibility to study the relative
contribution of different enrichment channels in L� galaxies (SNII
versus AGB versus SNIa) which is not possible from observational
data alone. Similarly the MW is the only galaxy to date for which we
have quantitative resolved spectroscopic observations of single stars
to study its chemokinematics. Assessing to which extent the features
we see in the MW are a generic outcome of galaxy formation or
the result of a particular formation history is challenging to answer.
Studying the chemokinematic properties of a larger ensemble of
simulated L� galaxies where the survey specific selection functions
are taken into account will certainly boost our knowledge. Therefore
a more in depth and quantitative comparison to MW data will be
performed in a follow-up study.

At the dwarf galaxy scale, we find opposite trends with stellar
mass for the median [α/Fe] values in simulations and observations.
Certainly the star formation efficiency in dwarf galaxies plays a
large role in setting their α-enhancement. Whether the α-element
distributions of simulated dwarf galaxies, in fact, in disagreement
with the observed diversity of abundance tracks in Local Group dwarf
galaxies remains to be seen. Therefore future work will thoroughly
compare of model dwarf galaxy abundance tracks with observed
element distributions and help us understand the physical processes
of galaxy formation in more depth.
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intensity of electricity of ∼600 kgCO2 MWh–1 amounts to a carbon
footprint of ∼45t of CO2.
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Penzo C., Macciò A. V., Casarini L., Stinson G. S., Wadsley J., 2014, MNRAS,

442, 176
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Ritter C., Côté B., Herwig F., Navarro J. F., Fryer C. L., 2018a, ApJS, 237,

42
Ritter C., Herwig F., Jones S., Pignatari M., Fryer C., Hirschi R., 2018b,

MNRAS, 480, 538

Romano D., Karakas A. I., Tosi M., Matteucci F., 2010, A&A, 522, A32
Rybizki J., Just A., Rix H.-W., 2017, A&A, 605, A59
Saitoh T. R., 2017, AJ, 153, 85
Saitoh T. R., Makino J., 2009, ApJ, 697, L99
Salpeter E. E., 1955, ApJ, 121, 161
Santos-Peral P., Recio-Blanco A., de Laverny P., Fernández-Alvar E., Orde-

novic C., 2020, A&A, 639, A140
Scannapieco C., Tissera P. B., White S. D. M., Springel V., 2005, MNRAS,

364, 552
Seitenzahl I. R. et al., 2013, MNRAS, 429, 1156
Sestito F. et al., 2021, MNRAS, 500, 3750
Sharma S. et al., 2020, preprint (arXiv:2011.13818)
Shen S., Wadsley J., Stinson G., 2010, MNRAS, 407, 1581
Sim S. A. et al., 2013, MNRAS, 436, 333
Spitoni E., Vincenzo F., Matteucci F., 2017, A&A, 599, A6
Spitoni E., Verma K., Silva Aguirre V., Calura F., 2020, A&A, 635, A58
Starkenburg E., Shetrone M. D., McConnachie A. W., Venn K. A., 2014,

MNRAS, 441, 1217
Steinmetz M., Mueller E., 1994, A&A, 281, L97
Steinmetz M. et al., 2020, AJ, 160, 83
Stinson G., Seth A., Katz N., Wadsley J., Governato F., Quinn T., 2006,

MNRAS, 373, 1074
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A1 Stellar initial mass function

The amount, N, of stars of given stellar mass m included in the SSP
are set by the functional form of the IMF which in the fiducial case
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Table A1. Free stellar evolution parameters, θ , used in Chempy together
with the fiducial values adopted in this work.

θ Description θfiducial

IMF type functional form of IMF
αIMF Chabrier high-mass slope −2.3

IMF mass range 0.1–100 M�
CC-SN mass range 8–40 M�
SNIa delay time exponent −1.12

log10(NIa) normalization of SN Ia rate −2.9
τ Ia SN Ia delay time in Gyr 40 Myr
ZSSP metallicity of the SSP 10−5Z� − 2Z�

is assumed to follow the Chabrier (2003) IMF

dN

dm
= 0.158 exp

[
− (log m/M� − log 0.079)2

2 × 0.692

]
,m < 1M�

dN

dm
= A (m/M�)−(1+αIMF) ,m > 1M�, (A1)

where A is determined by a smooth transition of the two regimes and
the high-mass slope (αIMF) is one ofChempy’s basic free parameters.
For this work, we assume αIMF to be universal with respect to stellar
metallicity and cosmic time. The parameter αIMF sets the ratio of
low- to high-mass stars and controls the number of high-mass stars.
Thus for our purposes the exact choice of αIMF strongly influences
the number of CC-SN and therefore the available feedback energy
and elemental composition of the feedback. The total range of stellar
masses over which the IMF extends can also be set and we have
chosen a range from mmin = 0.1 to mmax = 100M� (see also Table A1).

Chempy offers the possibility to flexibly choose the functional
form of the IMF. Next to the Chabrier (2003) IMF there are the
Chabrier (2001), the Kroupa, Tout & Gilmore (1993), Salpeter (1955)
and a generic broken power-law IMF (e.g. Miller & Scalo 1979)
implemented. In the top panel of Fig. A1 we show a comparison of
our fiducial IMF with a high mass slope of αIMF = −2.3 (blue line),
its 2σ deviation αIMF = −2.7 (orange line Côté et al. 2016b), with
the other IMFs implemented in Chempy.

A2 Stellar lifetimes

Newly synthesized elements are released into the ISM at the end of
a star’s lifetime either via AGB star winds or via SN explosions. In
order to determine when those events take place we need to specify
a stellar lifetime function which in general are a strong function of
initial stellar mass and only weakly depend on stellar metallicity (see
e.g. lower panel of Fig. A1). Chempy implements the stellar lifetime
functions of Argast et al. (2000) and Raiteri et al. (1996) where the
former is our fiducial choice. The lower panel of Fig. A1 shows
stellar lifetimes as a function of stellar mass at solar metallicity
for both parametrizations (blue solid and orange dashed line) in
comparison to intrinsic lifetime variations predicted for different
initial metallicities (red and green lines). This clearly shows that
the metallicity dependence of stellar lifetimes is stronger than the
differences between different authors.

Most massive stars will end their lives as a CC-SNe and feedback
mass and energy into to the ISM. The exact stellar mass which
divides exploding from non-exploding stars is still under debate (e.g.
Doherty et al. 2017) but usually assumed to be around mCC-SN = 8M�
(vertical grey dashed line in Fig. A1). Similarly there is evidence that
the highest mass stars might end their lives with a direct collapse into
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Figure A1. The simple stellar population model parameters: The stellar
initial mass function (IMF, top panel) and the stellar lifetime function (lower
panel). In the top panel, we compare different IMFs as indicated in the
legend. For each IMF the coloured numbers indicate the mass fraction of
star above 8M� up to the assumed maximum mass of 100M�. The middle
panel compares stellar lifetimes as a function of stellar mass for models from
Argast et al. (2000) for three different metallicities with a model from Raiteri
et al. (1996) at solar metallicity. The grey dashed lines indicate the lifetime
of an 8M� star which is ∼40 Myr.

a black hole not releasing any energy or elements into the surrounding
ISM. In this work, we assume that all stars more massive than 40M�
(e.g. Fryer 1999) will follow this path and set the maximum mass of
stars that explode as CC-SN to 40M�.

Combining the IMF with the stellar lifetime function we are able
to calculate the time evolution of CC-SN explosions and the number
of stars in the AGB phase for a given SSP. In the upper panel of
Fig. A2 we compare our fiducial model (Chabrier IMF) evolution
to an alternative model using the Kroupa IMF. The most important
difference is the number of high mass stars given by the different
high mass slopes of the IMFs which manifests itself in a different
number of CC-SN. The Chabrier IMF results in roughly twice the
number of CC-SN compared to the Kroupa IMF.

A3 SN Ia delay times

The progenitor stars as well as the explosion mechanism resulting
in SN Ia explosions is less well understood. Therefore we treat the
fraction of stars and the mass range in which stars explode as SN Ia
empirically. We parametrize the delay time distribution (DTD) of the
SN Ia explosions with a power law following Maoz et al. (2010) (see
also Table A1):

NSNIa ∝ t−1.12. (A2)
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Figure A2. The upper panel shows the cumulative number of CC-SN, SN Ia,
and AGB stars as a function of time at solar metallicity assuming a fiducial
Chabrier IMF (solid coloured lines) while grey dashed lines assume a Kroupa
IMF. The middle panel shows the corresponding cumulative mass fraction as
a function of time of different components of the SSP. The solid blue line
shows the mass fraction in main sequence stars as a function of SSP age
assuming a Chabrier IMF while the dashed blue line assumes a Kroupa IMF.
The red solid line shows the total mass loss of the population (assuming a
Chabrier IMF) which is lower than the mass fraction of dying stars (orange
line) by the amount of mass in stellar remnants (green line, e.g. stellar mass
black holes or white dwarfs). The grey dashed lines show the mass-loss for
each individual channel (CC-SN, AGB stars, and SN Ia). The two vertical
dashed lines show the lifetime of a 100M� star and the lifetime of the
minimum mass star exploding as CC-SN (8M� here). The bottom panel
shows the empirical SNIa delay time distribution (Maoz, Sharon & Gal-Yam
2010) with parameters taken from Maoz et al. (2012) and Maoz & Mannucci
(2012). The grey data points show the observational data taken from Maoz
et al. (2012).

The normalization, the number of SN Ia per solar mass over a time
of 15 Gyr (NIa), and the time delay until the first SN Ia events
occur (τ Ia) are free parameters obtained from observations (e.g.
Maoz et al. 2012). The bottom panel of Fig. A2 shows various
realizations of the delay time distribution compared to the data on
SN Ia explosions by Maoz et al. (2012). Our default model assumes
the SN Ia normalization (NIa) from Maoz & Mannucci (2012, table 1)
and the delay time (τ Ia) is taken to be the minimum lifetime of stars
that might explode as SN Ia, τ Ia = 40 Myr for 8M� stars. The
resulting number of SN Ia explosions as a function of time is shown
in Fig. A2. Through our empirical choice of parametrization this is
independent of the exact IMF chosen.

We like to note here, that Chempy is able to calculate the
distribution of stars along the IMF and the SN Ia explosions as a
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Figure A3. This figure shows the corresponding cumulative ejected SSP
mass split into different elements for two different metallicities assuming
stellar yields taken from Chieffi & Limongi (2004), Karakas & Lugaro (2016),
Seitenzahl et al. (2013).

stochastic process. However, as soon as the SSP mass is sufficiently
large (� 104 M�), this converges rapidly to the analytic solution.
Therefore and for the sake of computational simplicity, we employed
the faster analytic version in this work.

A4 Stellar mass-loss

We consider three different channels contributing to the mass and
elemental enrichment: Supernova of type Ia (SN Ia), core-collapse
supernova (CC-SNe) and asymptotic giant branch stars (AGB). For
the latter two channels we consider metallicity and mass dependent
enrichment, i.e. the elemental enrichment and the remnant mass
depend on stellar metallicity as well as the mass of dying stars9 and as
such explicitly on stellar lifetime. We further assume that all relevant
materials are only ejected at the end of the star’s lifetime. SN Ia on
the other hand follow a different explosion path and we assume no
metallicity dependence. The equations of how to calculate the mass-
loss of a given SSP between times t0 and t1 are e.g. given in Section 4,
equations (2) and (3) of Wiersma et al. (2009). The resulting time
release of mass into the ISM and the accompanied mass-loss of the
SSP particle is shown in the middle panel of Fig. A2. The blue solid
line shows the evolving mass of main sequence stars in the SSP for
our fiducial model (Chabrier IMF), the dashed blue line shows an
alternative model assuming a Kroupa IMF. Comparing the two lines
we see that the choice of the IMF has a significant impact on the
expected mass-loss, less so the initial metallicity of the SSP which
is shown with a blue dotted line and almost follows the fiducial solid
blue line.

The thin orange line shows the amount of mass of dying stars as a
function of time. Not all the mass of dying stars is returned to the ISM
as the exploding stars leave behind a stellar remnant (green line, black
hole or white dwarf depending on the star’s mass). The red solid line
thus shows the amount of mass returned to the ISM which results
from subtracting the remnant mass from the mass of dying stars.

9The energy release of CC-SNe, on the other hand, is fixed to the fiducial
value of 1051 erg per explosion and we do not consider energetic feedback
from AGB winds for now.
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Thin grey dashed lines split the mass loss into the different channels
traced by our model. Note, after a Hubble time most mass returned
to the ISM comes from AGB star winds followed by CC-SN. For the
most massive stars undergoing direct black hole collapse, we assume
a mass fraction of 0.75 is returned to the ISM. SN Ia explosions feed
back only very little absolute mass. However, as we will see later
their contribution to the iron mass is still significant.

APPEN D IX B: STA R FORMATION H ISTO RY

Fig. B1 shows the cumulative mass growth history of the dwarf
galaxy g2.83e10 (upper panel) and the MW mass galaxy
g8.26e11 (lower panel) for all yield sets studied in this work. For
the dwarf galaxy the low fb and the steepIMF runs lead to stronger
mass growth in the early universe because of less feedback. This
effect is not so much seen in the MW mass model.
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Figure B1. Stellar mass growth for g2.83e10 (upper panel) and g8.26e11
(lower panel) for all model runs performed for this work. The thick blue line
shows the NIHAO simulation. In the lower panel the black dashed line shows
the observationally inferred stellar mass growth for MW progenitor galaxies
from van Dokkum et al. (2013). In order to enhance the slight difference at
lower redshift, we cropped the plot at a lower mass limit of 109 M�.

APPENDI X C : METALLI CI TY D I STRI BUTIO N
F U N C T I O N

Fig. C1 shows the distribution functions of total stellar metallicity for
the dwarf galaxy g2.83e10 (left-hand panels) and the MW mass
galaxy g8.26e11 (right-hand panels) for various different yield
sets tested in this work.

Fig. C2 shows the α-element distribution function for our fiducial
model comparing all model galaxies. The left-hand panel shows the
three dwarf galaxies while the right-hand panel shows the more
massive galaxies including the three L� galaxies (g2.79e12,
g8.26e11, g7.55e11). The left-hand panel shows the expected
dependence of average α-enhancement on stellar mass for the dwarf
galaxies where more massive galaxies (g4.99e10) show larger
α-enhancement. The overall width of the distribution is rather inde-
pendent of stellar mass. On the other hand, the more massive galaxies
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Figure C1. Distribution functions of total stellar metallicity for the dwarf
galaxy g2.83e10 (left-hand panels) and the MW mass galaxy g8.26e11 (right-
hand panels) for various different yield sets. The blue filled histograms show
the results for the NIHAO model.
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data from Kirby et al. (2019) and the filled histogram in the right-hand panel
show the GALAH data.
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Figure C3. Distribution functions of O (left-hand panel), Mg (second column), Si (third column), and C (right-hand panel) for the dwarf galaxy g2.83e10 for
various different yield sets tested in this work. The grey filled histogram in the left-hand panels show the results for the fiducial NIHAO implementation.
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Figure C4. Same as Fig. C3 but for the MW mass galaxy g8.26e11 for various different yield sets tested in this work. The grey filled histogram shows
observational data for the MW from the GALAH survey.

do not show such a dependence of average α-enhancement on stellar
mass but they do show indications that the width of the distribution
seems to broader for the more massive galaxies (g2.79e12,
g8.26e11). Figs C3 and C4 show additional distribution functions
for the elements O, Mg, Si, and C.

APPENDI X D : ADDI TI ONA L C C SN Y I ELDS

Fig. D1 shows the same as Fig. 2 in the main text but for three
additional CC-SN yield sets from the literature.
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CC − SN yields
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Figure D1. Same as Fig. 2 but this time comparing the CC SN yields from Frischknecht et al. (2016), West & Heger (in preparation) and from the Nugrid
collaboration (Ritter et al. 2018b) to our fiducial yield-set.

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRAS 508, 3365–3387 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/3365/6374879 by guest on 10 April 2024


