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ABSTRACT
We present the second data release for the H I-MaNGA programme of H I follow-up observations for the SDSS-IV MaNGA
survey. This release contains measurements for 3669 unique galaxies, combining 2108 Green Bank Telescope observations with
an updated crossmatch of the MaNGA sample with the ALFALFA survey. We combine these data with MaNGA spectroscopic
measurements to examine relationships between H I-to-stellar mass ratio (MH I/M∗) and average ISM/star formation properties
probed by optical emission lines. MH I/M∗ is very weakly correlated with the equivalent width of H α, implying a loose
connection between the instantaneous star formation rate and the H I reservoir, although the link between MH I/M∗ and star
formation strengthens when averaged even over only moderate time-scales (∼30 Myr). Galaxies with elevated H I depletion times
have enhanced [O I]/H α and depressed H α surface brightness, consistent with more H I residing in a diffuse and/or shock-heated
phase that is less capable of condensing into molecular clouds. Of all optical lines, MH I/M∗ correlates most strongly with
oxygen equivalent width, EW(O), which is likely a result of the existing correlation between MH I/M∗ and gas-phase metallicity.
Residuals in the MH I/M∗−EW(O) relation are again correlated with [O I]/H α and H α surface brightness, suggesting they
are also driven by variations in the fraction of diffuse and/or shock-heated gas. We recover the strong anticorrelation between
MH I/M∗ and gas-phase metallicity seen in previous studies. We also find a relationship between MH I/M∗ and [O I]6302/H α,
suggesting that higher fractions of diffuse and/or shock-heated gas are more prevalent in gas-rich galaxies.

Key words: catalogues – surveys – galaxies: ISM – radio lines: galaxies.

1 IN T RO D U C T I O N

Neutral atomic hydrogen (H I) is typically the dominant phase of
cold gas found within galaxies at the present epoch and plays an
important role in the evolution of galaxies. Although stars are not

� E-mail: dstark@haverford.edu (DVS); klmasters@haverford.edu (KLM)

expected to form out of H I directly, it is still the large-scale gas
reservoir out of which the dense, cold, star-forming molecular clouds
condense (e.g. Elmegreen 1993). Generally, galaxies with higher H I-
to-stellar mass ratios (MH I/M∗) have higher specific star formation
rates, sSFRs (Doyle & Drinkwater 2006; Wang et al. 2011; Huang
et al. 2012). MH I/M∗ has a particularly strong relationship with
galaxy colour, which traces the relative growth rates of galaxies
over ∼100 Myr to Gyr time-scales (Kannappan et al. 2013), such
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that galaxies with bluer colours/higher long-term growth rate tend to
have large H I reservoirs, while galaxies with red colours/lower long-
term growth rates tend to have little or no detectable H I (Kannappan
2004; Catinella et al. 2013, 2018; Kannappan et al. 2013; Eckert
et al. 2015). The meaning of the H I-colour relationship has been
called into question by Jaskot et al. (2015), however, who argue it is
primarily driven by internal dust extinction, not recent star formation.

The ability of H I reservoirs to contribute to star formation is
strongly linked to the local conditions within the interstellar medium
(ISM), namely those which promote the formation of molecular
clouds (e.g. Krumholz, McKee & Tumlinson 2009a,b). The typical
conditions of the ISM likely vary between low stellar mass (typically
H I-rich) galaxies and high stellar mass (typically H I-poor) galaxies,
which can in turn impact the ability of their H I reservoirs to
contribute to star formation. For instance, Dalcanton, Yoachim &
Bernstein (2004) find that the ISM is more confined to dense thin
discs in high-mass galaxies, while the ISM is more diffuse with
a higher vertical scale length, in lower mass galaxies. This result
further implies lower turbulent velocities and more disc instabilities
in higher mass galaxies. Consistently, several studies argue low-
mass galaxies are generally stable against fragmentation (Meurer
et al. 1996; van Zee et al. 1997; Hunter, Elmegreen & Baker 1998).
Furthermore, spectroscopic observations have also shown that gas-
phase metallicity and H I content are inversely related (Lequeux
et al. 1979; Skillman et al. 1996; Peeples, Pogge & Stanek 2008;
Moran et al. 2012; Robertson, Shields & Blanc 2012; Bothwell
et al. 2013; Hughes et al. 2013; Brown et al. 2018; Zu 2020). The
combined dynamical stability and lower metal content of low-mass
gas-rich galaxies are expected to make it harder for them to meet the
conditions necessary for molecular cloud formation and subsequent
star formation.

Optical spectroscopy provides a powerful means of probing
how the conditions of the ISM vary between gas-rich and gas-
poor galaxies, not only by revealing metal abundances, but also
ionization fractions, properties of ionizing sources, gas densities, and
gas temperatures. With the exception of metallicity, many of these
properties have not been explored in great detail, and prior studies
which relate gas content to optical spectroscopic properties have
been limited in a number of ways. Traditionally, spatially resolved
spectroscopy measured over large fractions of galaxy discs has been
difficult to obtain, and such data have been limited to small samples.
Sample sizes can be dramatically increased by using large fibre-fed
optical spectroscopic surveys (e.g. the Sloan Digital Sky Survey,
SDSS; York et al. 2000), but these observations only capture spectra
in the nuclei of nearby galaxies. The current generation of large
integral field unit (IFU) surveys like the Mapping Nearby Galaxies
at Apache Point Observatory (MaNGA; Bundy et al. 2015), Sydney-
AAO Multi-object Integral field spectrograph (Croom et al. 2012),
and Calar Alto Legacy Integral Field Area (Sánchez et al. 2012)
surveys address these limitations by providing spatially resolved
spectroscopy out to large radii for thousands of galaxies.

Complementing the optical IFU observations of ∼10 000 galaxies
in the SDSS-IV MaNGA survey, H I-MaNGA (Masters et al. 2019)
is an H I follow-up program collecting single-dish 21-cm data for
all MaNGA galaxies lacking coverage from other H I surveys. In
this paper, we present the second data release for H I-MaNGA
that contains 2108 Robert C. Byrd Green Bank Telescope (GBT)
observations (a factor of 6.5 times larger than the previous data
release) and an updated crossmatch against the Arecibo Legacy Fast
ALFA (ALFALFA) survey (Haynes et al. 2018), yielding a sample of
3669 unique galaxies with global H I and optical IFU spectroscopic
data. We use this powerful data set to investigate how the average ISM

properties vary as a function of gas-richness, providing additional
important clues as to what affects the ability of different types of
galaxies to convert their ISM into stars.

In Section 2, we present our H I observations and updated cata-
logue, a discussion of how H I upper limits are incorporated into our
analysis, and a description of our analysis sample and derived data
products. In Section 3, we present scaling relations between MH I/M∗
and ISM properties derived from MaNGA optical spectroscopy. In
Section 4, we interpret our findings and discuss potential systematic
errors. Our conclusions are summarized in Section 5.

Throughout this work, we assume a cosmology with H0 =
70 km s−1 Mpc−1, �m = 0.3, and �� = 0.7.

2 DATA A N D M E T H O D S

2.1 New H I-MaNGA data

H I-MaNGA (Masters et al. 2019) is an H I follow-up program for
the SDSS-IV MaNGA survey (Gunn et al. 2006; Smee et al. 2013;
Bundy et al. 2015; Yan et al. 2016a; Blanton et al. 2017). In this paper,
we release GBT observations of 2108 galaxies that were taken over
1272 h between 2016 and 2018 (proposal codes AGBT16A-095 and
AGBT17A-012). Details about target selection, observing strategy,
and data reduction can be found in the data release 1 (DR1) paper
(Masters et al. 2019). To briefly summarize, all MaNGA galaxies
lacking H I data are targeted, with no pre-selection based on other
properties such as stellar mass, colour, or morphology, although there
is a z < 0.05 restriction that introduces a bias against the highest
stellar mass galaxies due to the stellar mass-redshift relation built
into the MaNGA sample definition (Wake et al. 2017). All targets are
observed using standard position-switching to the same depth (∼1.5
mJy, ∼15 min on-source). All scans are averaged, any strong radio
frequency interference (RFI) is removed, and the spectra are boxcar
and hanning smoothed to a final velocity resolution of ∼10 km s−1.
A polynomial is fit to remove any leftover baseline variations, after
which source parameters are measured (see Section 2.4).

There are few modifications to the derived data products in this
release compared to DR1. First, we have incorporated cosmological
corrections (factors of 1 + z) to relevant quantities. Secondly,
all fluxes have been multiplied by a factor of 1.2 to correct for
an underestimation of the default flux calibration scale built into
GBTIDL,1 the data reduction software used to process our data
(see Goddy, Stark & Masters 2020 for further details). Thirdly,
linewidths have been corrected for instrumental broadening. Finally,
the catalogue contains additional information to aid users, including
additional general information for galaxies, an assessment of source
confusion, and flags to highlight potentially unreliable observations.
Further details are given in Section 2.4.

2.2 ALFALFA crossmatch

A significant fraction of MaNGA (∼30 per cent) overlaps with
the ALFALFA survey (Haynes et al. 2018). In the second H I-
MaNGA data release, we include a crossmatch between ALFALFA
and the MaNGA Product Launch 8 (MPL-8) sample. To match
the ALFALFA catalogue (a.100) with MaNGA galaxies, we first
crossmatch with the NASA Sloan Atlas (NSA,2 which includes all
MaNGA galaxies). All optical counterparts within one half-power

1http://gbtidl.nrao.edu/
2http://www.nsatlas.org/
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beamwidth (HPBW) to each H I source are matched to it, although
cases with multiple optical matches, including any out to 1.5 times
the HPBW, are flagged as potentially confused. Further details on the
matching process, including how matching is done in velocity space,
are given in Section 2.3. For any MaNGA galaxies that fall inside
the ALFALFA footprint but do not have matches within the a.100
catalogue, we extract its spectrum from the ALFALFA data cubes
using a 4 arcmin × 4 arcmin window at each galaxy’s location.
A first-order baseline is subtracted, and the rms noise is measured
enabling an estimate of an H I flux upper limit. Unlike the GBT
observations, we do not explicitly limit the ALFALFA crossmatch
to z < 0.05, although the outer redshift limit of ALFALFA does not
extent significantly beyond this range.

ALFALFA is an untargeted H I survey, and as such requires a
relatively high signal-to-noise ratio (S/N) for detections in order to
consider them reliable enough to incorporate into the final a.100
catalogue. In contrast, a pointed survey (like our GBT observations)
can accept lower S/N on detections due to the prior knowledge
of where the galaxies are located both on the sky and in redshift
space. The a.100 catalogue contains code 1 sources with S/N >

6.5, and code 2 sources with lower S/N if they coincide with an
existing optical counterpart with known redshift. Although there is
no minimum S/N required for the code 2 sources, their frequency
declines rapidly below S/N ∼ 4.5. This S/N corresponds to an
integrated flux approximately matching the ‘detection limit’ of the
survey for a linewidth of 200 km s−1 (Haynes et al. 2011). While
non-detections in our GBT observations are used to derive 3σ upper
limits, using 3σ upper limits for objects lacking matches in the a.100
catalogue would be inappropriate because there is the possibility
that they are weak sources with 3 < S/N < 4.5 that were missed.
Therefore, all ALFALFA non-detections are treated as 4.5σ upper
limits in order to more accurately match the completeness level of
the a.100 catalogue.

2.3 Source confusion

The GBT and Arecibo beams are 9 arcmin and 3.5 arcmin, respec-
tively, at 21 cm. Thus, there is a strong potential for H I source
confusion caused by multiple galaxies within the beam. We now flag
potential cases of confusion for all H I detections by identifying all
known galaxies from the NSA within 1.5 times the HPBW from the
beam centre and at similar velocity as our primary target. Specifically,
assuming the primary galaxy (that being targeted) has a linewidth W50

and central velocity VH I equivalent to what was measured, and the
secondary galaxies (those in close proximity to the primary) have
linewidths of W50 = 200 km s−1 and central velocities equivalent to
their known optical redshifts, we look for overlap between their
H I profiles in velocity space. Any cases with velocity overlap are
flagged as potentially confused (see the confused column in the
final catalogue (Section 2.4). For this analysis, we assess velocity
overlap using W50 + 20 km s−1 to account for the fact that profiles
typically extend slightly beyond W50. This adjustment is more akin
to using a W20 measurement (Kannappan, Fabricant & Franx 2002),
but we use the approximation instead of actual measurements of
W20 because the measurements may be unreliable for a significant
fraction of our data set with low S/N. We also enforce a minimum
W50 of 20 km s−1 to account for turbulent motions.

The above analysis attempts to identify all cases of confusion,
but likely overestimates the true rate of confusion because some
secondary galaxies may be inherently gas-poor relative to the primary
target and/or far enough away from the beam centre that they do
not contribute significantly to the total measured H I flux. To refine

our estimate of source confusion, we perform an additional analysis
taking into account each galaxy’s likely H I mass and position relative
to the beam centre. For each potentially confused observation (iden-
tified as described above), we estimate the likelihood distributions of
MH I for the primary and secondary galaxies using their colour and
surface brightness as described in Section 2.7.2 and Appendix B.
We estimate the relative flux likelihood distributions of each galaxy
by scaling the H I mass likelihood distributions based on the relative
beam power at their angular distance from the beam centre, where
this scale factor is estimating assuming a Gaussian beam with full
width at half-maximum (FWHM) appropriate for Arecibo of GBT
observations. We then calculate the likelihood distribution of the
ratio, R, of the flux, FH I, from all secondary galaxies to that of all
galaxies:

R =
∑

FH I,secondary

FH I,primary + ∑
FH I,secondary

. (1)

We then estimate PR > 0.2, the probability that R is greater than 0.2,
i.e. the probability that the companions are contributing at least
20 per cent of the total measured flux (a value of 20 per cent is chosen
as it is comparable to typical flux calibration uncertainties). PR > 0.2

serves as means of incorporating galaxies back into an analysis which
likely have reliable flux measurements even in the presence of nearby
companions. For example, only considering galaxies with PR > 0.2

> 0.1 as confused lowers the total confusion rates of GBT and
ALFALFA data by 12 per cent and 22 per cent, respectively. We
incorporate PR > 0.2 into our catalogue (Section 2.4) so that any user
can make their own judgment as to what value is appropriate for
their analysis. For our analysis, we adopt the threshold of PR > 0.2 >

0.1, which removes 526 galaxies from the full catalogue (105 from
ALFALFA and 421 from GBT).

2.4 H I-MaNGA DR2 catalogue and products

The H I-MaNGA second data release (DR2) catalogue can be found
at https://greenbankobservatory.org/science/gbt-surveys/hi-manga/.
This release includes the galaxies from H I-MaNGA DR1 (Masters
et al. 2019), and all data products here supersede those from the
earlier catalogue. The data will also be released as part of a Value
Added Catalogue with SDSS-IV DR17, which will enable easy
access alongside all MaNGA data through MARVIN, a custom PYTHON

package for interacting with MaNGA data(Cherinka et al. 2019).
The DR2 catalogue contains H I information for MaNGA galaxies

in the MaNGA Product Launch (MPL) 8 sample, although does
not provide H I data for all 6583 galaxies in MPL-8. The full
catalogue contains 3818 galaxies, including 1809 detections and
2009 non-detections. There are 2108 GBT observations, with 1191
detections and 917 non-detections (this count includes the 331
galaxies from DR1). The remaining 1710 galaxies are those with
ALFALFA data, of which 618 are detections (with counterparts
found in the a.100 catalogue; Haynes et al. 2018) and 1092 are non-
detections. For the GBT data, a ‘detection’ is judged by eye, with no
explicit minimum S/N, although each reduced spectrum and derived
quantities are inspected by a second person for quality control. The
lowest integrated S/N (defined as the total flux divided by the total flux
uncertainty) among the GBT data is 1.4, although such low values
are exceptionally rare; 99 per cent of GBT detections have integrated
S/N > 3. As discussed in Section 2.2, ALFALFA does not enforce a
minimum S/N (defined with equation 4 in Haynes et al. 2018), but
detections are very rare below S/N ∼ 4.5. There are 149 galaxies with
both GBT and ALFALFA data (these GBT data were mostly taken
prior to the final release of the ALFALFA catalogue when the final
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footprint was unknown), and we include both observations for these
galaxies in this catalogue. See Section 2.5 for a description of the
criteria used in this work to select which observation is incorporated
into our final sample.

A complete description of the quantities in the final catalogue is
as follows:

(1) MaNGA-ID, Plate-IFU: Internal MaNGA-ID and Plate-IFU
designations.

(2) α, δ: Galaxy Right Ascension and Declination, J2000 (taken
from MaNGA DRPALL catalogue3).

(3) log M∗: Base-10 log of the stellar mass. Taken from the
DRPALL catalogue, which in turn is taken from the NSA catalogue.

(4) sin i : An estimate of the sin of the inclination using the axial
ratio, b/a:

sin i =
√

1 − (b/a)2

1 − q2
, (2)

where q = 0.2 is the assumed intrinsic thickness and b/a is taken
from the DRPALL catalogue.

(5) Vopt: Systemic velocity derived from the optical spectrum of
this target (taken from MaNGA DRPALL catalogue).

(6) Session: Session IDs during which observations were
conducted. For GBT observations, the format is [program
ID] [session number](e.g. AGBT17A 012 01). For all data
from the ALFALFA survey, the session is listed as ALFALFA.

(7) tint: Total on-source integration time in seconds.
(8) rms : rms noise in mJy measured in a signal free part of the

H I spectrum.
(9) log MH I,lim,200 kms: For non-detections, the base-10 log of the

H I mass upper limit (in M�). For GBT data, this is calculated as

MH I

M�
= 3 × 2.36 × 105

(1 + z)2

(
D

Mpc

)2 (
rms

Jy

)√(
W

km s−1

)(
dV

km s−1

)
, (3)

where W is the assumed linewidth, D is the luminosity distance to
the galaxy, and dV is the velocity resolution. For ALFALFA data, the
upper limits are estimated by reordering equation (4) from Haynes
et al. (2018) to determine the flux of an S/N = 4.5 detection (4.5
being the minimum allowed S/N for a detection with an existing
optical redshift in the a.100 catalogue), then converting to H I mass:

MH I

M�
= 4.5 × 2.36 × 105

(1 + z)2

(
D

Mpc

)2 (
W

km s−1

)(
rms

Jy

)
w−1/2

smo ,

(4)

where wsmo = W/20. We assume W = 200 km s−1 for all upper
limits.

(10) fpeak: The peak flux density of the detected H I emission line.
(11) S/N: The peak signal-to-noise ratio defined as fpeak/rms.
(12) FH I: For detections, the integrated flux of the H I line in Jy

km s−1.
(13) log MH I: For detections, base-10 log of the H I mass (in solar

masses) defined as

MH I

M�
= 2.36 × 105

(1 + z)2

(
D

Mpc

)2 (
FH I

Jy km s−1

)
, (5)

(14) WM50: Width of the H I line measured at 50 per cent of the
mean flux density of the two peaks (or the overall peak flux density in
the case of a single-peaked profile). The locations of the 50 per cent
peak flux density levels on either side of the H I profile are estimated

3https://www.sdss.org/dr16/manga/manga-data/catalogs/

using linear interpolation. The width is corrected for instrumental
broadening and cosmological stretch.

(15) WP50: Width of the H I line measured at 50 per cent of
the overall peak flux density of the H I line. The locations of the
50 per cent peak flux density levels on either side of the H I profile
are estimated using linear interpolation. The width is corrected for
instrumental broadening and cosmological stretch.

(16) WP20: Width of the H I line measured at 20 per cent of
the overall peak flux density of the H I line. The locations of the
20 per cent peak flux density levels on either side of the H I profile
are estimated using linear interpolation. The width is corrected for
instrumental broadening and cosmological stretch.

(17) W2P50: Width of the H I line measured at 50 per cent of the
peak flux density on either side of the profile (or the overall peak
flux density in the case of a single-peaked profile). The location
of the 50 per cent peak flux density level is estimated using linear
interpolation. The width is corrected for instrumental broadening and
cosmological stretch.

(18) WF50: Width of the H I line measured at 50 per cent of the
peak flux density on either side of the profile. The 50 per cent flux
density level is estimated using linear fits (f = a + bv) to each side
of the profile between 15–85 per cent of the peak flux (minus the
rms noise) on either side of the profile. The width is corrected for
instrumental broadening and cosmological stretch.

(19) �s: Correction for linewidth overestimation due to instru-
mental broadening following Springob et al. (2005), defined as

�s = 2�vλ

1 + z
. (6)

This factor is already subtracted from the linewidths tabulated here,
but is provided here in case the user wants to remove it and apply
alternative corrections to the GBT data. We do not provide this value
for ALFALFA data since Haynes et al. (2018) only provide linewidths
that are already corrected.

(20) VH I: Centroid of the H I line detection, calculated by taking
the midpoint of the velocities at the 50 per cent peak flux density
level on either side of the H I profile determined when calculating
WF50.

(21) Pr : The peak H I flux at the high velocity peak (identical to
Pl for a single-peaked profile).

(22) Pl : The peak H I flux in the low velocity peak (identical to Pr

for a single-peaked profile).
(23) ar : y-intercept fit parameter for high velocity side of the H I

profile, used to calculate WF50.
(24) br : slope fit parameter for high velocity side of the H I profile,

used to calculate WF50.
(25) al : y-intercept fit parameter for low velocity side of the H I

profile, used to calculate WF50.
(26) bl : slope fit parameter for low velocity side of the H I profile,

used to calculate WF50.
(27) σVH I : Error on vH I, defined as

σVH I = 1

2

√(
rms

bl

)2

+
(

rms

br

)2

. (7)

(28) Confusion flag: Flag to indicate possible confusion of the
H I profile (0 = not confused, 1 = possibly confused).

(29) PR>0.2: Probability that more than 20 per cent of the total
measured flux comes from galaxies other than the primary. See
Section 2.3 for details.

(30) OFF detection flag: Flag to indicate the presence of an H I

source in the OFF observation which has a similar velocity as the
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Figure 1. Derived H I mass versus redshift for the H I-MaNGA DR2
catalogue. Upper limits from ALFALFA are 4.5σ while GBT upper limits
are 3σ . The more conservative upper limits for ALFALFA data are due to the
imposed minimum S/N in the a.100 catalogue of detections.

redshift of our target. The presence of H I emission in the OFF beam
may lead to an underestimation of the flux from our primary target.

(31) Baseline structure flag: Flag indicating the presence of
strong baseline variations which limit our ability to measure H I

source properties. Such structure can hamper fitting a smooth
baseline to the data, and may have structure on scales similar to
typical galaxy linewidths, making differentiating baseline structure
from true signal challenging.

Any missing measurements (e.g. linewidths for H I non-detections)
are represented by -999 in the catalogue. All linewidths include
a redshift stretching correction factor of (1 + z)−1, as well as
an instrumental broadening correction following Springob et al.
(2005). We have not applied corrections for turbulent motion or
galaxy inclination due to their potentially large uncertainties, but for
convenience we have included inclination estimates in our catalogue.
Multiple linewidth estimates are provided to enable comparison with

other studies, although we consider WF50 the most reliable because
it is the least sensitive to low S/N data at the edges of H I profiles
(Giovanelli et al. 1997; Springob et al. 2005). However, all linewidths
can become unreliable at S/N � 5 due to a combination of both the
random noise coupled with the difficulty identifying peaks in H I

profiles (Stark et al. 2013).
Fig. 1 shows the derived H I mass as a function of redshift for our

catalogue, including both new GBT data and the ALFALFA cross-
match. Fig. 2 shows the sky coverage of H I-MaNGA observations.

We also make available fits and csv files containing the
spectrum of each galaxy. These files contain the following columns:

(1) vH I: Barycentric recession velocity for each channel (optical
convention).

(2) FH I: Channel flux density after baseline subtraction.
(3) BH I: Channel flux density prior to baseline subtraction; pro-

vided so a user can subtract their own baseline if desired.

2.5 Analysis sample

Our parent sample is from the internal MPL-8, which is composed of
6583 unique galaxies with a roughly uniform stellar mass distribution
from log M∗/M� = 8.5–11.5 (Chabrier Initial Mass Function, IMF;
Chabrier 2003). When crossmatched with the H I-MaNGA catalogue,
we are left with 3669 galaxies with H I data. The MaNGA survey is
designed such that more massive galaxies are chosen to be at larger
distances, ensuring they can have spectroscopic coverage out to the
same relative radius as the rest of the sample. This distance–mass
dependence, combined with the fact that H I-MaNGA only observes
out to z ∼ 0.05, means the data set with H I is somewhat biased
against the most massive galaxies (log M∗/M� > 11; see fig. 1 of
Masters et al. 2019).

For galaxies that have data from both GBT and ALFALFA, we
use the following criteria to determine which observation to use. If
both observations are detections, and neither are confused, we use the
higher S/N observation. If one of the observations is confused, we use
the non-confused observation. A case where both observations are
confused is irrelevant because these are not included in any analysis.

Figure 2. Distribution of plates for the complete MaNGA survey and those with follow-up H I observations released in DR2. The footprints of ALFALFA and
the expected Apertif Medium Deep surveys are overlaid. Plates in the ALFALFA footprint not currently highlighted as having ALFALFA data will have their
ALFALFA crossmatch released in the future.
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If both observations are non-detections, we use the observation with
the lowest rms noise level. If one observation is a detection and the
other a non-detection, we use the detection as long as it is not flagged
as confused. Otherwise, the upper limit is used. Any galaxies with
observational artefacts that may impact the H I mass measurement,
such as strong baseline oscillations or ‘negative’ detections caused
by a galaxy in the OFF beam at similar redshift as the primary target,
are rejected from our analysis.

We limit our analysis sample to z < 0.05, removing any ALFALFA
galaxies with slightly higher redshift. We use the Primary + MaNGA
subsample for our analysis, including the Primary sample with a
flat stellar mass selection, as well as the ‘colour-enhanced’ sample
designed to more evenly incorporate less-populated regions in
colour-stellar mass parameter space (Wake et al. 2017). The IFU
bundles measure spectra out to ∼1.5Re in this subsample, where
Re is the r-band elliptical Petrosian half-light radius. We do not
include the Secondary sample, with flat stellar mass selection and
IFU coverage out to ∼2.5Re, as it lies at larger distance and has a
substantially higher H I non-detection rate.

Our analysis focuses only on star-forming galaxies, specifically
any galaxy that falls in the star-forming region of both the [O III]/H β

versus [N II]/H α and [O III]/H β versus [S II]/H α Baldwin, Phillips &
Telervich (BPT; Baldwin, Phillips & Terlevich 1981) diagrams of
Kewley et al. (2006b), where the line ratios are integrated out to Re.
We further require galaxies to have integrated H α equivalent widths,
EW(H α), measured over the same area, of >6Å, placing them on the
so-called star forming sequence. There are an additional 20 galaxies
that fall in the star-forming region on the BPT diagrams but have
3 < EW(H α) < 6, making them ‘green valley’ galaxies possibly
transitioning between the star forming and passive populations
(Sánchez et al. 2014; Cano-Dı́az et al. 2019). We do not include this
subsample in any statistical analysis although these data are shown in
figures throughout this paper to illustrate how relationships between
H I content and optical ISM diagnostics may evolve as galaxies
migrate off the star-forming sequence. To avoid active galactic nuclei
(AGNs), including those embedded in star-forming discs, we also
require that the line ratios measured within the central 2.5 arcsec fall
within the star-formation region of the BPT diagrams. Future work
will explore MH I/M∗ in AGN and passive galaxies.

The following is a summary of each sample cut and the total
number of objects removed from the starting sample of 3669 unique
galaxies by each cut: pR > 0.1 < 0.1 (494), No OFF detection
flag or baseline structure flag (83), z < 0.05 (199), MaNGA
Primary + sample only (1123), line ratios within Re consistent with
star formation using BPT diagrams (1784), EW(H α) > 6 (1591),
line ratios measured with central 2.5 arcsec inconsistent with AGN
using BPT diagrams (928). After these various selections, we are are
left with a sample of 837 galaxies, including 607 detections (586 of
which have S/N > 5) and 230 non-detections. These numbers do not
include the 20 green valley galaxies described above. Fig. 3 illustrates
the parent MaNGA sample, the full H I-MaNGA catalogue sample,
and the sample used for our analysis in sSFR versus M∗ space.

2.6 MaNGA data products and ISM diagnostics

Details of MaNGA instrumentation, observing strategy, data reduc-
tion pipeline (DRP), data analysis pipeline (DAP), and data products
can be found in Drory et al. (2015), Law et al. (2015, 2016), Yan
et al. (2016b), Westfall et al. (2019), Aguado et al. (2019), and
Belfiore et al. (2019). Although our parent sample is taken from
MPL-8, we use more up-to-date data products from MPL-9. All
measurements are derived from maps of each spectral quantity using

Figure 3. The H I-MaNGA sample and the analysis sample for this paper in
sSFR versus log M∗ parameter space. Black contours show the distribution
for the parent MaNGA sample. SFRs taken from the Pipe3d analysis of
MaNGA data cubes (see Section 2.6).

the SPX binning scheme, where each 0.5 arcsec × 0.5 arcsec spaxel
is analysed independently. Below, we describe each of the parameters
measured and their use in characterizing the ISM. Unless otherwise
noted, spectral properties are all measured within Re in order to
provide consistent measurements across our full sample. In cases
where we measure line ratios, we measure the ratio spaxel-by-
spaxel and then take the median within our region of interest. When
measuring line ratios, we require all relevant lines to have S/N > 3.
Throughout our analysis, we use the stellar masses from the NSA
catalogue that are estimated usingkcorrectwith Galaxy Evolution
Explorer (GALEX) and SDSS photometry (Blanton & Roweis 2007).

In part of our analysis, we use parameters measured from an
analysis of MaNGA data using Pipe3d. We refer the reader to
Sánchez et al. (2016a,b) for details. Specifically, we make use of
two estimates of star formation rate, one measured from extinction-
corrected H α flux and the other from stellar population synthesis
modelling. A constant factor of −0.24 dex is subtracted from all
Pipe3d SFRs to convert from a Salpeter IMF (Salpeter 1955) to a
Chabrier IMF used by the MaNGA DAP.

2.6.1 Equivalent width, EW

EW measures emission line flux normalized by the strength of stellar
continuum. When examining how MH i/M∗ scales with the strength
of individual emission lines, it is appropriate to normalize emission
line fluxes by the stellar continuum level in a way that is analogous
to how MH i/M∗ normalizes the H I mass by the stellar mass.

The DAP measures EWs for each bin, which in the case of the
SPX binning scheme, is each 0.5 arcsec × 0.5 arcsec spaxel. The
continuum flux level used in the calculation for each emission line
and spaxel is recorded. Therefore, the integrated EW is calculated
simply by dividing the summed emission line fluxes by the summed
continuum flux densities within Re. Our analysis considers all
measured lines from 3727Å ([O II]) to 9548Å (Pε).
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2.6.2 Gas-phase metallicity, 12 + log O/H

The metal abundance (metallicity) has a profound impact on the ISM,
dramatically increasing the cooling rate and increasing the ability of
clouds to self-shield from ionizing radiation. There are many cali-
brations between gas-phase metallicity and various strong emission
line ratios. Unfortunately, there are also significant disagreements in
the absolute metallicities provided by different calibrations, although
relative metallicity variations tend to be more consistent (Kewley &
Ellison 2008). For this study, we primarily care about relative
trends, and we use the N2O2 calibrator from Kewley & Dopita
(2002) that predicts the metallicity (12 + log O/H) as a function
of the [N II]6585Å/[O II]3727Å ratio. The strong advantage of this
calibration is its insensitivity to other local ISM properties, notably
the ionization parameter, q (see Section 2.6.3), and contamination
by emission from diffuse ionized gas, or DIG (Zhang et al. 2017).
As will be discussed in Section 4.4.3, variations in the scaling of
MH I/M∗ against EW may be associated with the fraction of emission
from DIG, necessitating the need for a metallicity calibration that
is insensitive to exactly where the line emission is originating. A
disadvantage of the N2O2 method is that it can only be used for
metallicities above ∼0.5 Z/Z�. However, we expect all metallicities
in our sample to fall above this threshold.

Since [O II] 3727Å and [N II] 6585Å lie at significantly different
wavelengths, we apply internal extinction corrections before measur-
ing their ratio. We use the Balmer decrement to estimate Av assuming
an intrinsic H α/H β ratio of 2.86 (Osterbrock & Ferland 2006) and
the extinction curve of O’Donnell (1994). We require H α and H β

to be detected to S/N > 3.

2.6.3 Ionization parameter, q

The ionization parameter is the maximum velocity of an ionization
front driven by a local radiation field, typically defined as,

q = SH 0/nH , (8)

where SH 0 is the flux of ionizing photons per unit area and n is the
hydrogen number density, including all ionized and neutral hydrogen
(Kewley & Dopita 2002). This parameter serves as a useful indicator
of the ionization state of the ISM. We estimate q as a function of [O III]
5008Å/[O II] 3727,3729Å and 12 + log O/H using the calibration
of Kewley & Dopita (2002). We apply extinction corrections to
the [O III] and [O II] lines in the same manner as described in
Section 2.6.2.

2.6.4 Electron density, ne

Electron density affects the collision rates of particles in the ISM,
which can in turn affect the strengths of the forbidden lines used in
our analysis. The ratio [S II]6718Å/[S II]6732Å provides an estimate
of electron density due to the fact that these lines are emitted by two
different energy levels with very similar excitation energy, making
their relative strengths depend primarily on the collision strength. The
ratio is sensitive to variations in ne between ∼100 and ∼104 cm−3

corresponding to line ratios between ∼1.4 and ∼0.3 (Osterbrock &
Ferland 2006).

2.6.5 [N II]/H α, [S II]/H α, [O I]/H α

The [N II]6586Å, [S II]6718,6732Å, and [O I]6302Å lines are low
ionization lines that are emitted in partially ionized regions of the

ISM. Around star-forming regions, these lines are emitted from
the transition zone between the ionized and neutral gas at the
edges of star-forming clouds. The strengths of these lines relative
to H α are thought to be significantly enhanced in the presence
of a harder ionizing field (relative to H II regions) and shocks,
and they often coincide with regions ionized by AGN or massive
evolved stars (Veilleux & Osterbrock 1987; Stasińska et al. 2008;
Cid Fernandes et al. 2011; Belfiore et al. 2016). These line ratios are
also strengthened in DIG by factors of several relative to H II regions
(Reynolds 1985a,b; Reynolds et al. 1998; Haffner, Reynolds & Tufte
1999; Hoopes & Walterbos 2003; Madsen, Reynolds & Haffner 2006;
Voges & Walterbos 2006; Oey et al. 2007; Zhang et al. 2017).

2.6.6 H α surface brightness, μH α

While H α emission from H II regions is a known tracer of star
formation (Kennicutt & Evans 2012), when measured over large
scales it can be contaminated by emission from DIG residing beyond
H II regions (Oey et al. 2007). The effective MaNGA point spread
function (PSF; ∼2.5 arcsec) corresponds to spatial scales of ∼1 kpc,
significantly larger than typical H II regions, so we cannot determine
the fraction of H α emission arising from H II regions versus DIG in
our data. However, H α surface brightness, μH α can be used as an
indicator of the contribution of DIG to the overall H α emission, as
supported by observations that show increasing low-ionization line
strength with decreasing μH α (Oey et al. 2007; Zhang et al. 2017).
We measure the median value of μH α within Re to characterize the
average impact of DIG in a relative sense throughout our sample. It
is not corrected for internal reddening.

2.7 Treatment of upper limits

Even the deepest H I surveys do not detect all optically identified
targets, but the H I mass upper limits derived from non-detections still
hold valuable information. Ignoring non-detections when examining
relationships between H I mass and other galaxy properties can
be misleading, causing artificially strong or weak correlations,
depending on the exact sampling function (e.g. Calette et al. 2018).

H I-MaNGA detects approximately 55 per cent of all observed
targets and 70 per cent in our analysis sample. In the analyses
presented in this paper, we employ two distinct methods to study
population trends in the presence of non-detections: (1) survival
analysis with the generalized Kendall’s τ and the Akritas–Theil–
Sen (ATS) estimator to conduct correlation tests and perform linear
fits in the presence of non-detections, and (2) the Photometric Gas
Fractions technique to replace upper limits with H I mass estimates
based on other galaxy properties.

2.7.1 Survival analysis with the generalized Kendall’s τ and
Akritas–Theil–Sen estimator

Making inferences from data in the presence of non-detections (or
‘left censored’ data) has been a pursuit of the specific branch of
statistics known as ‘survival analysis’, and there exist a number
of studies where these methods have been applied to astronomical
data (Feigelson & Nelson 1985; Schmitt 1985; Isobe, Feigelson &
Nelson 1986; Akritas, Murphy & LaValley 1995; Akritas & Siebert
1996; Feigelson & Babu 2012; Calette et al. 2018; Yesuf & Ho
2019; Rodrı́guez-Puebla et al. 2020). Our goal is to test the strengths
and statistical significances of correlations between MH I/M∗ and
other parameters, while also determining the best linear relations,

MNRAS 503, 1345–1366 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/503/1/1345/6155048 by guest on 11 April 2024



1352 D. V. Stark et al.

all with a significant fraction of H I non-detections. To achieve this
goal, we follow the methodology outlined by Akritas et al. (1995).
First, to test correlation strengths and significances, we employ a
generalized version of Kendall’s τ correlation test that incorporates
upper limits. Building directly on the generalized Kendall’s τ is the
Theil–Sen estimator to determine a best-fitting line (as Akritas et al.
1995 developed the generalized Theil–Sen estimator used here, we
refer to the method as the ATS estimator). This method determines
the slope, a, between the response variable, y, and the covariate, x,
by finding the value of a where τ calculated between the residuals,
y − ax, and x is approximately zero. The y-intercept is then found
by estimating the median of y − ax. To find the median when the
residuals contain upper limits, we use the Kaplan–Meier estimator
(Kaplan & Meier 1958) to estimate their survival function, S(x). The
survival function provides the likelihood that a distribution has a
value above x, and relates to the cumulative distribution function,
F(x), by S(x) = 1 − F(x). The intercept is thus where the Kaplan–
Meier estimator equals 0.5. The Kaplan–Meier estimator of the
fit residuals also allows us to estimate the 1σ scatter around the
mean relation, which is done by finding where it equals 0.16
and 0.84

In practice, we use the R packages cenken and survfit to
conduct these analyses. To quantify uncertainties on the estimated
slopes and intercepts, we use bootstrapping following the recom-
mendation of Wilcox (2010). We resample N pairs of data points
from the N original pairs (preserving whether each pair was an H I

detection or upper limit) and re-estimate the fit parameters. This
process is repeated 600 times and the middle 68 per cent of the
returned distributions are used to define the confidence intervals on
our fit parameters.

The ATS estimator as applied here assumes all relationships are
linear. This assumption generally appears to be valid, although
there may be some exceptions, notably analyses involving ionization
parameter, q. Kendall’s τ assumes a monotonic relationship between
variables, not necessarily a linear one, so should be a generally
reliable indicator of correlation strength.

To test that the ATS estimator gives reliable and consistent linear
fits in the presence of upper limits, we have conducted a series of fits
between MH I/M∗ and g − r colour for a mock data set where we
increase the fraction of censored data in a manner consistent with
observing H I in MaNGA galaxies to progressively shallower depth.
We find the linear fit parameters returned by the ATS estimator
are very robust to variations in the fraction of censored data and
consistently agree well with the ‘true’ linear fit to the uncensored
data, whether it is determined using the Theil–Sen estimator or a more
traditional least-squares approach, as long as the censoring fraction
does not exceed ∼ 50 per cent. Once censored data dominate the
sample, the ATS estimator result fits that are biased, although not as
biased as a naı̈ve fit to only detections. This test is described further
in Appendix A.

We have also examined whether localized regions of parameter
space that are dominated by non-detections can bias the resulting ATS
fit parameters. To assess this possibility, we test whether our results
in Section 3 are sensitive to whether the ATS estimator is applied
to data with and without regions of parameter space dominated by
upper limits. We find no significant change to our results, but out of
an abundance of caution we still limit our fits to regions dominated
by H I detections. Further details are provided in Section 3.

The tests described here are by no means an exhaustive analysis
of the limitations of the ATS estimator, but do assess its applicability
to our own data set, and we find that it should perform reliably for
our purposes. The ATS estimator is the primary tool used to conduct

statistical analysis in the presence of H I non-detections throughout
this work.

2.7.2 Photometric gas fractions

An alternative approach to handing H I upper limits is to replace
them with estimates of H I content using other galaxy properties.
In Section 4.1, we examine how our results may change using
this approach as opposed to using the ATS estimator. We follow a
method very similar to that described in Eckert et al. (2015) to assign
gas masses to our non-detections. Using data from the REsolved
Spectroscopy Of a Local VolumE (RESOLVE) survey,4 Eckert et al.
(2015) fit a model to the 2D probability distribution of galaxies
in the MH I/M∗ versus modified colour plane (P (MH I/M∗| colour),
where modified colour refers to a linear combination of colour with
another galaxy parameter. The model is composed of two major
components: H I detections that follow a linear relationship with
modified colour with some scatter, and non-detections that begin
to appear at larger modified colours and cluster around MH I/M∗
= 0.05. From P (MH I/M∗| colour), upper limits can be assigned
new estimates of MH I/M∗ as long as their modified colour is
measured. However, MaNGA photometry comes from the NSA, and
there are likely systematic differences between NSA and RESOLVE
photometry, so we do not use the same modified colour and fitted
model parameters from Eckert et al. (2015) to predict MH I/M∗ for
non-detections. Instead, we crossmatch the RESOLVE survey with
the NSA, then rerun the analysis of Eckert et al. (2015) to determine
P (MH I/M∗| colour). The full details of our analysis are given in
Appendix B.

3 R ESULTS

We now examine how MH I/M∗ is correlated with different parame-
ters derived from MaNGA optical spectroscopy. In Section 3.1, we
characterize scaling relationships between MH I/M∗ and emission
line EWs, followed by testing correlations between MH I/M∗ and
other ISM diagnostics in Section 3.2. In Section 3.3, we examine
whether the scatter in the MH I/M∗–EW relations can be attributed
to variations in their typical ISM properties.

3.1 MHI/M∗ versus EW relations

We begin by simply testing the correlation strengths between all mea-
sured optical emission lines and MH I/M∗. Instead of using emission
line luminosities, we use emission line EWs, which normalize the
emission line strength by the stellar continuum strength in a manner
analogous to the gas-to-stellar mass ratio. Table 1 summarizes the
correlations between each emission line EW and MH I/M∗. The
table includes the generalized Kendall’s τ correlation coefficient
and the corresponding p-value, the linear fit coefficients and their
uncertainties determined using the ATS estimator, and the scatter
above and below the best-fitting line (σ h, σ l).

As discussed in Section 2.7.1, we limit our statistical analysis to
avoid regions of parameter space dominated by upper limits. These
regions are identified by first binning along the x-axis variable using 7
bins centred on the median x value and spanning the inner 98 per cent
of all data. Any bin with a non-detection rate of more than 50 per cent
is excluded from the ATS estimator. We also only include bins with at
least 10 data points to avoid regions of parameter space that are poorly

4https://resolve.astro.unc.edu
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Table 1. MH I/M∗ correlation statistics.

Covariate τ p-value∗ Slope Intercept σ
†
h σ

†
l

Equivalent widths
[O II] 3727Å 0.37 <2.22 × 10−16 1.08 ± 0.05 − 1.33 ± 0.05 0.35 0.50
[O II] 3729Å 0.38 <2.22 × 10−16 1.11 ± 0.05 − 1.49 ± 0.06 0.34 0.48
H12 3751Å 0.21 <2.22 × 10−16 0.83 ± 0.08 − 0.11 ± 0.03 0.40 0.67
H II 3771Å 0.22 <2.22 × 10−16 0.79 ± 0.07 − 0.04 ± 0.03 0.39 0.68
H θ 3798Å 0.20 <2.22 × 10−16 0.89 ± 0.10 − 0.09 ± 0.03 0.41 0.67
H η 3836Å 0.25 <2.22 × 10−16 1.04 ± 0.09 − 0.13 ± 0.03 0.42 0.59
[Ne III] 3869Å 0.35 <2.22 × 10−16 1.10 ± 0.06 − 0.19 ± 0.02 0.35 0.52
[He I] 3889Å 0.22 <2.22 × 10−16 0.95 ± 0.10 − 0.19 ± 0.02 0.42 0.60
H ζ 3890Å 0.26 <2.22 × 10−16 1.17 ± 0.10 − 0.02 ± 0.03 0.41 0.57
[Ne III] 3968Å 0.36 <2.22 × 10−16 1.09 ± 0.06 0.40 ± 0.05 0.34 0.51
H ε 3971Å 0.23 <2.22 × 10−16 1.25 ± 0.12 − 0.38 ± 0.02 0.42 0.57
H δ 4102Å 0.21 <2.22 × 10−16 0.96 ± 0.10 − 0.48 ± 0.03 0.41 0.56
H γ 4341Å 0.20 <2.22 × 10−16 0.87 ± 0.10 − 0.73 ± 0.05 0.41 0.61
[He II] 4687Å 0.13 1.14 × 10−8 0.55 ± 0.09 0.07 ± 0.08 0.43 0.66
H β 4862Å 0.18 8.06 × 10−14 0.72 ± 0.09 − 0.89 ± 0.08 0.42 0.59
[O III] 4960Å 0.40 <2.22 × 10−16 0.67 ± 0.03 − 0.45 ± 0.02 0.34 0.49
[O III] 5008Å 0.40 <2.22 × 10−16 0.67 ± 0.03 − 0.76 ± 0.03 0.34 0.48
[N I] 5199Å 0.13 3.98 × 10−8 0.69 ± 0.12 0.08 ± 0.08 0.44 0.68
[N i] 5201Å 0.02 3.65 × 10−1 0.13 ± 0.14 − 0.30 ± 0.08 0.44 0.69
[He I] 5877Å 0.25 <2.22 × 10−16 0.93 ± 0.08 − 0.25 ± 0.03 0.37 0.57
[O I] 6302Å 0.36 <2.22 × 10−16 1.26 ± 0.07 − 0.31 ± 0.02 0.37 0.49
[O I] 6365Å 0.36 <2.22 × 10−16 1.25 ± 0.06 0.31 ± 0.04 0.36 0.49
[N II] 6549Å − 0.14 3.23 × 10−9 − 0.54 ± 0.09 − 0.18 ± 0.04 0.38 0.76
H α 6564Å 0.13 3.11 × 10−8 0.50 ± 0.09 − 1.05 ± 0.13 0.43 0.63
[N II] 6585Å − 0.14 4.55 × 10−9 − 0.54 ± 0.07 0.08 ± 0.06 0.38 0.76
[S II] 6718Å 0.22 <2.22 × 10−16 0.88 ± 0.07 − 0.98 ± 0.06 0.39 0.59
[S II] 6732Å 0.23 <2.22 × 10−16 0.90 ± 0.08 − 0.86 ± 0.05 0.39 0.60
[He I] 7067Å 0.24 <2.22 × 10−16 0.74 ± 0.06 0.10 ± 0.04 0.41 0.58
[Ar III] 7137Å 0.33 <2.22 × 10−16 0.95 ± 0.05 − 0.13 ± 0.02 0.38 0.51
[Ar III] 7753Å 0.30 <2.22 × 10−16 0.69 ± 0.04 − 0.02 ± 0.02 0.38 0.55
P η 9017Å 0.08 1.18 × 10−3 0.31 ± 0.09 − 0.26 ± 0.04 0.44 0.65
[S III] 9071Å 0.22 <2.22 × 10−16 0.60 ± 0.06 − 0.52 ± 0.03 0.40 0.57
P ζ 9231Å 0.24 <2.22 × 10−16 0.57 ± 0.05 − 0.34 ± 0.02 0.41 0.62
[S III] 9231Å 0.24 <2.22 × 10−16 0.61 ± 0.06 − 0.79 ± 0.05 0.40 0.56
P ε 9548Å 0.13 5.87 × 10−8 0.36 ± 0.06 − 0.34 ± 0.03 0.45 0.64

ISM diagnostics
[N II]/H α − 0.45 <2.22 × 10−16 − 1.89 ± 0.08 -1.48 ± 0.06 0.32 0.42
[S II]/H α 0.19 2.22 × 10−16 1.94 ± 0.22 0.43 ± 0.09 0.40 0.65
[O I]/H α 0.32 <2.22 × 10−16 1.70 ± 0.12 2.02 ± 0.17 0.35 0.58
[O III]/Hβ 0.42 <2.22 × 10−16 1.10 ± 0.05 -0.15 ± 0.02 0.32 0.51
[S II]6732Å/[S II]6718Å; 0.09 3.20 × 10−4 1.02 ± 0.26 -1.84 ± 0.37 0.46 0.70
q − 0.04 1.19 × 10−1 − 0.29 ± 0.18 1.83 ± 1.36 0.42 0.58
μH α − 0.12 5.63 × 10−7 − 0.22 ± 0.04 8.13 ± 1.75 0.43 0.70
12 + log O/H (N2O2) − 0.46 <2.22 × 10−16 − 2.66 ± 0.09 23.63 ± 0.78 0.31 0.39

∗ Values of <2.22 × 10−16 represent the limits of numerical precision in the R code used for this statistical test.
† These refer to the scatter above and below the fitted line.

sampled. In the vast majority of cases, excluding these data have little
impact on our results, but we none the less adopt this approach out
of caution. This fitting approach is adopted throughout our paper.

All lines, with the exception of [N I]5201Å have statistically
significant correlations with MH i/M∗, although not all correlations
are particularly strong. In all cases, the scatter around the best-fitting
line is typically asymmetric, skewing towards larger values, by as
much as a factor of ∼1.5, below the fitted lines. The scatter (here and
in subsequent sections) also appears intrinsic rather than driven by
observational uncertainty in MH I; we have rerun our analysis setting
the minimum required S/N at 3, 5, and 10, and the scatter decreases
by ∼ 5 per cent at most. Alternatively, some of the scatter may be
driven by the significantly different spatial scales over which optical

and 21 cm line emission is measured in our sample. In Section 4.3,
we explore this issue further.

Notably, MH I/M∗ is very weakly correlated (τ = 0.13) with EW(H
α), despite the fact that both EW(H α) and MH I/M∗ are known to
relate to sSFR (this is further discussed in Section 4.4.1). In contrast,
the EWs of the Oxygen forbidden lines ([O I], [O II], and [O III]) all
show the strongest correlation coefficients, with τ = 0.36–0.4 [when
generically referring to all Oxygen line EWs, we will hereafter use
the shorthand EW(O)]. The similar correlation strengths are observed
despite these emission lines typically originating in different regions
of the ISM with different conditions. We explore the reason for the
strong MH I/M∗–EW(O) relation in Section 4.4.2. Fig. 4 illustrates
the observed scaling relations between MH I/M∗ and EWs of H α,
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1354 D. V. Stark et al.

Figure 4. EW versus MH I/M∗ for a subset of optical emission lines analysed in this work. The three oxygen lines ([O I], [O II], [O III]) show the strongest
correlations among all emission lines. H α (bottom-right) is significantly weaker. Black lines show the linear fit derived from the ATS estimator that accounts for
upper limits (see Section 2.7.1). Large green filled and black unfilled points represent binned medians under two different assumptions about the upper limits:
either the true MH i/M∗ is equal to the measured upper limit, or it is zero. Inverted triangles represent bins which have at least 50 per cent non-detections, such
that their minimum binned median is zero. Thick orange points represent galaxies in the green valley.

[O I], [O II], and [O III], with binned medians and the best-fitting line
using the ATS estimator overlaid.

MH I/M∗ also shows a strong correlation (τ = 0.35) with
[Ne III]3869/3968Å EW. The [Ne III] and [O III] lines are already
known to strongly correlate due to their similar ionization structure
and constant Ne/O abundances (Pérez-Montero et al. 2007). Thus,
since EW([O III] correlates well with MH I/M∗, EW([Ne III]) is almost
guaranteed to as well.

As discussed in Section 2.5, there are a small number of galaxies
that have star formation as the primary ionization source, but they
have 3 < EW(H α) < 6 which suggests they are in the transition zone
associated with the Green Valley. We have overplotted these galaxies
in figures throughout the paper, but they are not incorporated into any
statistical tests. As seen in Fig. 4, these data typically lie towards low
EWs (as one would expect) but they generally fall along the fitted
relation. This behaviour will change somewhat in Section 3.2.

3.2 Correlations between MHI/M∗ and ISM diagnostics

Next, we examine how MH I/M∗ correlates with the other ISM
diagnostics discussed in Section 2.6. The parameters describing
each correlation are provided in Table 1 and all the relations are
plotted in Fig. 5.

Again, statistically significant correlations are found with every
single parameter, even though several correlation coefficients are
quite small. MH I/M∗ has only a very mild dependence on [S II]/H
α, [S II]6718Å/[S II]6732Å, q, and μH α . Our analysis also highlights
how the range of [S II]6718Å/[S II]6732Å is very narrow, implying
roughly constant typical electron densities across all galaxies in our
sample. Similarly, our sample falls within a narrow range of q, except
for a small subset of galaxies (typically at MH I/M∗<1) which skew
towards higher values.

Much stronger correlations are found with [N II]/H α, [O I]/H
α, [O III]/H β, 12 + log O/H. The strong relationship between
MH I/M∗ and 12 + log O/H is consistent with previous studies,
and can be understood as relating to the correlation between
MH I/M∗ and stellar mass, the stellar mass–metallicity relation
(MZR), and anticorrelation of the residuals in the MZR with H I

mass (Lequeux et al. 1979; Skillman et al. 1996; Peeples et al.
2008; Robertson et al. 2012; Hughes et al. 2013; Brown et al.
2018). Whether gas-phase metallicity is more fundamentally related
to stellar mass, H I mass, or MH I/M∗ is beyond the scope of this
work.

Both [N II]/H α and [O III]/H β are strongly correlated with
metallicity, so [N II]/H α, [O III]/H β, and 12 + log(O/H) are all
effectively illustrating the same MH I/M∗–metallicity relation. The
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H I-MaNGA 1355

Figure 5. MH I/M∗ versus various ISM diagnostics based on optical emission line ratios. Symbols are the same as in Fig. 4.

metallicity dependence of [O I]/H α is significantly weaker, and
disappears below 12 + log O/H ∼ 9.05 in our data. We rerun the
correlation tests for [O I]/H α, limiting to 12 + log O/H < 9.05,
and find that the MH I/M∗ versus [O I]/H α correlation persists at

a statistically significant level (but with slightly lower correlation
coefficient of 0.23 and p-value 9.6 × 10−12).

In contrast to Fig. 4, the green valley points often skew below
the best-fitting line to star-forming galaxies. This behaviour provides
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1356 D. V. Stark et al.

Table 2. Correlation test τ and (p-value) for MHI/M∗ versus EW residuals.

[O II]3729Å [O III]5008Å [O I]6302Å

[N II]/Hα − 0.13(1.02 × 10−7) − 0.10(1.23 × 10−5) − 0.16(2.69 × 10−12)
[S II]/Hα 0.13(9.31 × 10−9) 0.20(<2.22 × 10−16) 0.17(5.00 × 10−13)
[O I]/Hα 0.21(<2.22 × 10−16) 0.22(<2.22 × 10−16) 0.19(5.33 × 10−15)
[O III]/Hβ 0.08(7.30 × 10−4) 0.05(4.36 × 10−2) 0.14(1.38 × 10−8)
[S II]6732Å/[S II]6718Å 0.05(2.71 × 10−2) 0.06(7.17 × 10−3) 0.07(2.06 × 10−3)
q − 0.08(5.12 × 10−4) − 0.16(3.76 × 10−12) − 0.08(5.48 × 10−4)
12 + log O/H (N2O2) − 0.13(2.84 × 10−8) − 0.11(2.77 × 10−6) − 0.17(5.58 × 10−13)
μHα − 0.22(<2.22 × 10−16) − 0.23(<2.22 × 10−16) − 0.24(<2.22 × 10−16)

some idea of how the observed relations may vary as galaxies migrate
off the star-forming sequence. However, examining the green valley
population in further detail is beyond the scope of this work.

3.3 Correlations with MHI/M∗−EW(O) residuals

Given that the emissivity of optical emission lines is typically
dependent on the local conditions of the ISM, we explore whether the
scatter in the MH i/M∗ versus EW relations can be linked to variations
in the average properties of the ISM. For this analysis, we focus our
attention on the residuals, δMH I/M∗, of the strongest correlations
using the three strong oxygen lines. We test for correlations between
δMH I/M∗ and each of the ISM properties described in Section 2.6.

Table 2 provides Kendall’s τ and p-value for correlations between
δMH I/M∗ and the various ISM diagnostics, while Fig. 6 plots
these residuals for the MH I/M∗–EW([O III]) relation. Correlation
coefficients are generally low but statistically significant. The
strongest correlations (τ ∼ 0.2–0.25) are consistently found with
μH α and [O I]/H α, regardless of which MH I/M∗–EW(O) relation
is considered. In some select cases, other ISM diagnostics show
similarly strong correlations with δMH I/M∗ (e.g. the residuals when
using the [O III] line are strongly correlated with [S II]/H α) likely
owing to the different conditions under which these lines originate. In
contrast, correlations of δMH I/M∗ with q, [S II]6732Å/[S II]6718Å,
and [O III]/H β are consistently the weakest, with |τ | � 0.15.

4 D ISCUSSION

In Section 3, we showed that out of all observed optical emission
lines, MH I/M∗ in star-forming galaxies correlates best with the EW
of [O II], [O III], and [O I], all to a similar degree. Correlation strength
with most other lines, most notably H α, is significantly weaker. We
also recover a strong anticorrelation between MH I/M∗ and gas-phase
metallicity, as well as a positive correlation between MH I/M∗ and
[O I]/H α (independent of metallicity). Furthermore, we found that
the residuals of these scaling relations, δMH I/M∗, correlate best with
the mean H α surface brightness and [O I]/H α.

In the following section, we investigate and interpret these results
in further detail. In Section 4.1, we compare our results to another
analysis approach where H I upper limits are replaced with estimates
based on photometric parameters. In Section 4.2, we discuss whether
optical spectroscopic data may be a useful means of indirectly
estimating MH I/M∗, similar to how broad-band colours are used.
In Section 4.3, we explore how the aperture over which emission
line properties are measured affects the resulting relations, specif-
ically whether tighter scaling relations can be obtained with larger
apertures. Lastly, in Section 4.4, we discuss what the observed trends
may be telling us about the properties of the ISM in galaxies as a
function of their gas-richness.

4.1 Comparison with photometric gas fractions

As described in Section 2.7.2, another approach to incorporating
upper limits into our analysis is to replace them with estimates
of MH I/M∗ based on existing scaling relations with already mea-
sured photometric properties. Using the methods described in Sec-
tions 2.7.2 and Appendix B, we replace H I upper limits with new
estimates and compare the derived correlation properties to those
determined using the ATS estimator and our original upper limits.

Fig. 7 shows the MH I/M∗–EW(O) relations using the replaced
upper limits. The black lines in Fig. 7 represent the new linear fits,
while the red lines represent the original linear fits from Section 3
and Fig. 4. Although using photometric gas fractions removes upper
limits and the need for survival analysis, we still use the ATS
estimator for the linear fits (with all data now treated as detections) to
be as consistent as possible with our earlier analysis. The two fits are
not drastically different. The values of τ when using the photometric-
gas fraction approach are slightly higher (0.40–0.45) but generally
consistent with the previous estimates, as are the measured upper and
lower scatter (σ h, σ l), which are still asymmetric. The locus of points
around MH I/M∗∼−1.3 is artificial and represents the minimum
value of MH I/M∗ assumed by the photometric gas fraction method
used here. If we rerun the ATS fit treating these values as upper
limits, we obtain very similar results. We avoid considering either
the ATS or photometric gas fraction approach to upper limits to be
‘best’, but our analysis illustrates that both approaches give consistent
results.

4.2 Using optical spectroscopy to predict MHI/M∗

A number of studies have identified tight correlations between
MH I/M∗ and broad-band photometric properties, most notably
colour, but even tighter scaling relations have been formulated by
incorporating additional parameters as well (e.g. surface brightness,
axial ratio; see Section 1). Here, we ask the question of whether
similarly tight scaling relations can be formulated using spectro-
scopic information. One such attempt was made by Brinchmann
et al. (2013), who was able to estimate local gas surface densities
to within a factor of 2 using optical spectroscopy. However, they
were unable to extend their approach to provide reliable estimates
of integrated gas mass; their spectroscopic data were limited to the
central 3 arcsec of each galaxy, making the difference in spatial
scales between the optical and 21 cm data even more pronounced
than in our study. The authors explored using aperture corrections,
but found the systematic errors were too large to reliably estimate gas
masses.

The tightest photometric gas fraction estimators have scatters of
∼0.3, or a factor of 2 (e.g. Catinella et al. 2013; Eckert et al. 2015),
although estimators calibrated on a sample of purely star-forming
galaxies without AGN (like in this work) may have even smaller
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H I-MaNGA 1357

Figure 6. Correlations between the residuals of the MH I/M∗–EW([O III]) relation versus various ISM diagnostics. Symbols are the same as in Fig. 4.

scatter. A clear disadvantage of the scaling relations in this work is
the asymmetric scatter. Although the upper scatter approaches 0.3
dex in some cases, the corresponding lower scatter typically >0.4
dex.

By combining the strongest correlations from Section 3.1 and
Section 3.3, we explore whether we can create stronger, more
symmetric scaling relations between MH I/M∗ and optical emission
line properties. For this purpose, we combine EW(O) and μH α ,
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1358 D. V. Stark et al.

Figure 7. MH I/M∗ versus EW(O) correlations where upper limits have been replaced by new estimates of MH I/M∗ using the photometric gas fraction technique
(orange points). The black line shows the ATS fit to these data (where all points are treated as detections), while the red line shows the ATS fit to the data with
the original upper limits. Green and black points are the same as in Fig. 4, although this figure contains no upper limits so they are identical.

which consistently correlates most strongly with the residuals of the
MH I/M∗–EW(O) relations. The final relations, shown in Fig. 8, are

log MH I/M∗ = (1.222 ± 0.079) log EW ([O II]3729)

+(−0.366 ± 0.034) log μH α + (12.655 ± 1.320),

(9)

log MH I/M∗ = (0.710 ± 0.035) log EW ([O III]5008)

+(−0.371 ± 0.031) log μH α + (13.730 ± 1.194),

(10)

log MH I/M∗ = (1.426 ± 0.080) log EW ([O I]6302)

+(−0.413 ± 0.039) log μH α + (15.832 ± 1.521).

(11)

The upper/lower scatter (σ h/σ l) are 0.30/0.40, 0.31/0.40, and
0.32/0.41 for equations (9), (10), and (11), respectively. The
correlation coefficients are 0.43–0.46.

The above relations still suffer from asymmetric scatter, although
the asymmetry has been substantially lessened by including a third
parameter. Although the MH I/M∗–[N II]/H α and MH I/M∗–(12 +
log O/H) relations have similar values of τ and comparable scatter
using only one parameter, the relations using EW(O) and μH α have
some notable advantages: they require no extinction corrections,
the lines are less likely to be blended, and they are not dependent
on specific photoionization models. Nonetheless, for the purposes
of using optical properties to predict the H I content of galaxies,
existing relations in the literature using broad-band colour are likely
more reliable at this time. Improvements may be possible, however.
For example, deeper H I data may allow us to better understand the
scatter and whether it varies across parameter space, and using optical
emission line measurements over larger areas (or applying aperture
corrections) is likely to tighten these relations (see Section 4.3).

4.3 Dependence on radial spectroscopic coverage

Throughout our analysis, we have been using H I measurements from
single-dish observations, where the beams (FWHM = 3.5 arcmin–
9.1 arcmin) are significantly larger than the individual galaxies and
likely contain all of their H I emission. In contrast, our emission line
measurements are conducted out to Re. Although the MaNGA IFU

coverage of the Primary + sample nominally extends to 1.5Re, there
are slight variations in coverage, so Re was chosen as a scale over
which measurements can be conducted consistently for all galaxies.
However, H I discs are frequently observed to extend well beyond
this radius (Broeils & Rhee 1997). It is possible that the difference
in spatial scales being probed is contributing to at least some of
the scatter in the relationships presented in Section 3, unless all
H I discs are self-similar such that they always contain the same
fraction of H I inside Re, but this is unlikely. Although Broeils &
van Woerden (1994) and Swaters et al. (2002) do find similarities
in radial H I distributions at fixed morphology, there is significant
scatter around the mean distributions, with an additional dependence
on environment also possible (Cayatte et al. 1994).

To explore this issue further, we compare the MH I/M∗ versus
EW([O I]) correlation using emission line measurements conducted
out to Re/2, Re, and 2Re. The line measurements out to 2Re are
not done uniformly; we simply take any data in the IFU which lies
within 2Re. Typically, the data at larger radius fall along the minor
axis and are visible within the IFU due to the galaxy’s inclination.
Although these measurements are not uniform, if a larger aperture
improves the MH I/M∗ scaling relations, we should still see some
sign of it, although the overall improvement may be underestimated.
[O I] is used here as an example; the results of this analysis also
apply to the other lines.

Table 3 gives the linear fit parameters to the MH I/M∗–EW([O I])
and the δMH I/M∗–μH α relations, as well as the final upper and lower
scatter in the combined scaling relation. Increasing the emission
line measurement aperture does appear to mildly strengthen the
MH I/M∗–EW([O I]) correlation strength, although it levels off once
an aperture of Re is reached. The derived slope and intercept
also change significantly. The strength of the correlation between
δMH I/M∗ and μH α is essentially independent of IFU radial coverage,
and while the derived slopes/intercepts change, they are in agreement
within their error bars. Notably, increasing IFU radial coverage
decreases both the size of the scatter and the asymmetry in the
relations shown in Table 3, implying the different spatial scales over
which 21 cm and optical emission are measured is contributing to
the scatter.

As a consistency check, we conduct the same analysis as above
but using the MaNGA Secondary sample (with radial coverage out
to ∼2.5Re) where spectroscopic measurements to 2Re can include all
data along the major axis, but with the caveat that this subsample suf-

MNRAS 503, 1345–1366 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/503/1/1345/6155048 by guest on 11 April 2024



H I-MaNGA 1359

Figure 8. Final MH I/M∗ scaling relations combining EW(O) with μH α . Symbols are the same as in Fig. 4.

Table 3. Fit parameters for different IFU radial coverage.

Re/2 Re 2Re

MH I/M∗ versus EW([O I])6302Å
τ 0.29 0.36 0.33
slope 0.90 ± 0.05 1.26 ± 0.07 1.46 ± 0.12
intercept −0.23 ± 0.02 −0.31 ± 0.02 −0.39 ± 0.03
σ h 0.39 0.37 0.32
σ l 0.57 0.49 0.43

δMH I/M∗ versus μH α

τ −0.25 −0.24 −0.25
slope -0.38 ± 0.03 −0.36 ± 0.03 −0.35 ± 0.03
intercept 14.99 ± 1.13 14.27 ± 1.28 13.42 ± 1.10
σ h 0.33 0.31 0.30
σ l 0.52 0.43 0.38

MH I/M∗ versus EW([O I]6302Å)+μH α

σ h 0.35 0.32 0.30
σ l 0.49 0.41 0.36

fers from a smaller sample size and a larger rate of non-detections due
to its higher redshift distribution. We find similar qualitative results as
described above, although all fit parameters suffer from larger errors.

From this analysis, we conclude that the correlations identified in
Section 3 persist regardless of the area over which the emission lines
are measured, but measuring emission line properties over larger
areas does appear to increase the correlation strength and decrease
the scatter. The improvement when using an aperture of 2Re may
actually be underestimated due to our non-uniform measurements
out to this radius. Given the tightening of the final relation when
larger apertures are used, it may be valuable to explore in future
work whether using even larger-area IFU bundles or applying careful
aperture corrections can yield even stronger relations.

4.4 Gas content and average ISM properties

Our results provide a means of understanding the typical ISM
conditions in star-forming galaxies as a function of their gas-
richness. We again stress that we are discussing average ISM
properties, and the local conditions within galaxies almost certainly
vary significantly around the average behaviour. Furthermore, as was
discussed in Section 4.3, the optical emission and H I emission are
being measured over significantly different areas. While the optical
emission is measured within r-band effective radius (Re), Broeils &
Rhee (1997) find that the typical H I effective radius roughly equals
the B-band 25 mag arcsec−2 isophotal radius, and thus the majority of

H I emission comes from beyond Re. Thus, we are not measuring the
conditions of all the H I in our sample. Rather, we are examining the
ISM conditions in the star-forming discs of galaxies, and assessing
how these relate to H I-richness.

In agreement with previous work, we find a clear anticorrelation
between gas content and metallicity (Lequeux et al. 1979; Skillman
et al. 1996; Peeples et al. 2008; Robertson et al. 2012; Hughes
et al. 2013; Brown et al. 2018). This result is implied both through
our estimate of metallicity using the N2O2 predictor as well as
[N II]/H α and [O III]/H β which are very sensitive to metallic-
ity. The gas-phase metallicity shows the strongest variation with
MH I/M∗ of all properties estimated from emission lines. In contrast,
[S II]6718Å/[S II]6732Å varies only slightly, with most of the data
lying around ∼1.4−1.5. [S II]6718Å/[S II]6732Å is minimally de-
pendent on electron density at these values (Osterbrock & Ferland
2006), but most galaxies are consistent with having average electron
densities � 100 cm−3. Systematic variations in electron densities
may have impacted other estimates of ISM properties that make
assumptions about electron density, but thankfully this is not the
case. Ionization parameter, q, similarly tends to cluster around a
narrow range of values (∼ 107.5 cm s−1). The few galaxies which
have q at higher levels notably tend to only exist at MH I/M∗<1.

We also find a correlation between MH I/M∗ and [O I]/H α, even
after removing the metallicity dependence of [O I]/H α. [O I]/H α

is sensitive to ionization fraction and gas temperature (Reynolds
et al. 1998). Its enhancement in gas-rich galaxies may indicate an
on-average harder ionizing spectrum incident on the emitting gas, or
more excitation from shocks (Dopita et al. 2000; Kewley, Geller &
Barton 2006a). Increased shock excitation would be consistent with
the higher turbulent velocities expected in lower mass galaxies (Dal-
canton et al. 2004). This trend may also be consistent with a larger
contribution of optical line emission from DIG, especially given the
additional (albeit very weak) correlation between MH I/M∗ and μH α .

4.4.1 Why does MH I/M∗ correlate more strongly with integral
colour than H α emission?

MH I/M∗ is only weakly correlated with EW(H α), a finding that
is consistent with previous work by Jaskot et al. (2015). This result
implies a relatively loose connection between the instantaneous sSFR
(H α traces star formation on ∼5 Myr time-scales; Leroy et al. 2012,
Kennicutt & Evans 2012) and the size of the H I reservoir. The weak
correlation between MH I/M∗ and EW(H α) is in stark contrast to
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the significantly tighter relationship between MH I/M∗ and colour,5

even though both colour and EW(H α) can be thought of as tracers of
sSFR. We consider a number of possible explanations for the large
scatter in the MH I/M∗–EW(H α) relation, especially in contrast to
the MH I/M∗–colour relation: (1) scatter in the relationship between
EW(H α) and sSFR, (2) EW(H α) and colour measured over different
apertures, (3) dust extinction artificially tightening the MH I/M∗–
colour relation, and (4) the different time-scales over which EW(H
α) and colour trace sSFR.

We have been assuming that EW(H α) has a 1:1 relationship
with sSFR. EW(H α) is the H α line flux normalized by the
stellar continuum flux density, while sSFR is star formation rate
normalized by stellar mass. The mapping between stellar continuum
flux density and stellar mass may depend on the details of the stellar
population (age, metallicity, IMF). Similarly, the H α luminosity to
SFR conversion makes a number of assumptions about the stellar
IMF, gas metallicity, gas temperature, and gas density (Kennicutt
1998), and if any of these assumptions are not true, then they might
contribute to a more scattered MH I/M∗–EW(H α) relation. A full
analysis of the possible error in the H α luminosity to SFR conversion
is beyond the scope of this work, but we do analyse the sSFR–
MH I/M∗ correlation using extinction-corrected H α-based SFR from
Pipe3D and stellar masses from the NSA, and we find the correlation
coefficient is almost exactly the same as when using EW(H α).

The limited radial coverage of our spectroscopic measurements
may drive at least some scatter in the MH I/M∗–EW(H α) relation.
Our analysis in Section 4.3 implies that increasing the area over
which optical spectroscopic properties are measured should tighten
relations with MH I/M∗. However, increasing the radial coverage
of the spectroscopic measurements is unlikely to account for all
the scatter; Jaskot et al. (2015) find a similarly weak MH I/M∗–
EW(H α) relation using narrow band H α imaging where emission
can be measured globally. Nonetheless, we examine the change in
correlation strength when it is measured out to 1.5Re, i.e. the radial
extent of the MaNGA Primary + IFU bundles. τ increases only
slightly from 0.13 to 0.16, but we cannot obtain a truly global
EW(H α) measurement due to the limited IFU sizes. Therefore,
we reverse the problem, and examine whether the MH I/M∗–colour
relation becomes a much weaker correlation if the colours are
measured within Re, using the g − r colour derived from images
from the NSA (Fig. 9). The original relationship using global g −
r has τ = −0.43 while the version with g − r measured within
Re has τ = 0.38. We conclude that the limited radial coverage of
our spectroscopic measurements can explain some but not all of the
weakness of the MH I/M∗–EW(H α) relationship.

Jaskot et al. (2015) argue that dust extinction artificially tightens
the MH i/M∗–colour relationship, and when applying internal extinc-
tion corrections, they obtain a correlation with MH I/M∗ that has
scatter similar to that of the MH I/M∗–EW(H α) relation. However,
we argue that Jaskot et al. (2015) may have overcorrected the broad-
band colours for internal dust extinction. Specifically, they estimate
internal extinction from the WISE mid-infrared (MIR) dust emission,
which will be weighted towards the densest, and thus more extincted,
regions of the ISM. However, broad-band colours can reflect long-
term growth rates of galaxies on time-scales of up to Gyr (Kannappan
et al. 2013), so the stellar light is coming from stars that are very

5‘Colour’ in this discussion refers to any of the colours using a combination
of near-ultraviolet, optical, and near-infrared passbands that have been shown
to correlate well with MH i/M∗, e.g. NUV − r, u − J, u − r, g − r (Catinella
et al. 2013; Kannappan et al. 2013; Eckert et al. 2015; Jaskot et al. 2015).

likely no longer embedded in their birth clouds and not as extincted
as the emission coming from more active star forming regions.

An alternative approach to determine internal extinction correc-
tions is to conduct a statistical analysis of galaxy colours as a function
of axial ratio (a proxy for inclination) and absolute magnitude (or
stellar mass), under the assumption that the reddening will be more
pronounced for edge-on galaxies and more massive galaxies with
higher metallicities (Hernández-Toledo et al. 2008; Masters et al.
2010). We apply the statistical internal extinction corrections of
Hernández-Toledo et al. (2008) to the g − r colours of our sample.
The correlation strength is only marginally weakened with the
addition of dust corrections, with τ changing from −0.43 to −0.40,
and the weaker correlation is still much stronger than the MH I/M∗–
EW(H α) relation (Fig. 9). As a final test, we assess the strength of
the MH I/M∗–EW(H α) relation with both the dust corrections and
colours measured out to Re, but find the combination still does not
significantly affect the correlation strength (Fig. 9).

Having largely ruled out more mundane explanations of the
weak relationship between MH i/M∗ and EW(H α), we now explore
whether there is a more physical explanation for the loose association
between H α emission and H I content. A weak relationship between
these quantities may not actually be surprising when considering
previous work on the star formation law (�SFR versus �gas, where �

refers to surface density) in nearby galaxies, where the results clearly
show active star formation rate is most closely correlated with the
amount of molecular hydrogen (H2), not the amount of H I (Bigiel
et al. 2008). This result holds even when the two phases of hydrogen
are compared at fixed surface density (Schruba et al. 2011). If the
global H2/H I were constant, or smoothly varying as a function of
MH I/M∗, then the MH I/M∗–EW(H α) relation might appear tighter.
However, Catinella et al. (2018) and Calette et al. (2018) illustrate that
H2/H I scaling relations have very large scatter, and H2/H I are more
closely correlated with properties like stellar surface mass density
and bulge strength. Other studies have also highlighted how H2/H I

can change significantly due to interactions (Kenney & Young 1989;
Braine & Combes 1993; Lisenfeld et al. 2011; Stark et al. 2013) and
bar inflows (Sakamoto et al. 1999; Sheth et al. 2005). On small scales
within galaxies, molecular cloud formation is likely dependent on a
number of local conditions, including the overall gas density, details
of the ionizing radiation field, and gas-phase metallicity (Krumholz
et al. 2009a). In summary, although H I ‘fuels’ star formation by
providing a gas reservoir from which molecular clouds can form, the
detailed and complicated physics involved in converting H I into H2

on short time-scales lead to a very messy MH I/M∗–EW(H α) relation.
Instead, we suggest the difference in time-scales probed by

EW(H α) and various colours explains their different correlation
strengths with MH I/M∗. EW(H α), being sensitive on 5 Myr time-
scales, most strongly correlates with the properties of the gas where
those stars are actively forming, namely the overall mass density
of H2. Meanwhile, global colours typically trace star formation over
much longer time-scales. For example, Kannappan et al. (2013) show
that U-NIR colour (referring to a near ultraviolet minus a near-
infrared colour, e.g. u − J) is a good proxy for the relative increase
in stellar mass over the last Gyr.6 Similarly, NUV − r should trace
sSFR on time-scales of up to ∼200 Myr (Kennicutt & Evans 2012).
Therefore, although stars do not form in H I, it is the H I reservoir

6The growth rate used in Kannappan et al. (2013) is defined as new stars
formed in the last Gyr divided by the pre-existing stellar mass, so it is not
exactly sSFR like used throughout our work where the denominator is total
stellar mass including recently formed stars.
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Figure 9. MH I/M∗ versus g − r before and after correcting for internal extinction and/or limiting the colour measurements to within re. Neither correction,
nor the combination of the two, lead to a relationship as weak as the MH I/M∗–EW(H α) relation.

Figure 10. MH I/M∗ versus sSFR measured over the last 32 Myr. Symbols
are the same as in Fig. 4. This correlation is notably stronger than the
relationship between MH I/M∗ and EW(H α) that traces SFR over ∼5 Myr
time-scales, supporting the idea that MH I/M∗ is a strong influence on long-
term averaged star formation.

(and its likely regular replenishment) that sustains star formation by
continually providing the material out of which molecular clouds
and stars form, thus driving the MH I/M∗–colour relationship.

We do not actually need to average over ∼Gyr time-scales to see
a tightening in the relationship between MH I/M∗ and sSFR. Fig. 10
plots MH I/M∗ versus sSFR32Myr, where sSFR32Myr is the sSFR over

the last 32 Myr derived from Pipe3d stellar population synthesis
modelling of the MaNGA data cubes. SFR32Myr is calculated by
estimating the SFR history from fitting a composite stellar population
to each spaxel spectrum, taking into account the contribution of dust
extinction. The obtained SFR history is then averaged within a period
of 32 Myr for each spaxel, then coadded across the full field of view
in order to obtain SFR32Myr. Although sSFR32Myr does not trace star
formation over the longer time-scales often probed by colour, it still
averages over time-scales several times that of the H α emission. The
resulting correlation is notably stronger (τ = 0.35) than the MH I/M∗–
EW(H α) relation. However, we must also consider the possibility
that at least some of the scatter in the MH I/M∗–EW(H α) relation is
due to the aforementioned potential systematic uncertainties in the
H α−SFR calibration. Discrepancies between the assumed and true
conditions of star-forming regions across a wide range of galaxies
may contribute to a more scattered relation of MH I/M∗ with H α

emission, while we recover cleaner relation with sSFR32Myr where
the SFR is based on stellar population modelling.

4.4.2 Why does MHI/M∗ more strongly correlate with oxygen
emission?

MH I/M∗ is most strongly correlated with EW(O), and the correlation
strengths are approximately equal regardless of which available
oxygen line is considered. A correlation between H I and [O I]
is expected to some extent, as oxygen has an ionization energy
very similar to hydrogen (both approximately 13.6 eV), so they
are expected to coexist within the ISM. Indeed [O I] is typically
observed in partially neutral regions of the ISM like the outer edges
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of nebula (Reynolds et al. 1998; Kewley, Nicholls & Sutherland
2019). However, the actual emissivity of the [O I] line is closely
tied to the excitation mechanism, not just its presence in neutral gas.
Furthermore, the [O III] and [O II] lines are found throughout the inner
regions of star-forming nebulae (Kewley et al. 2019) where hydrogen
is mostly ionized, yet they show similarly strong correlations with
neutral hydrogen.

The link between MH I/M∗ and EW(O) can more simply be
understood as a result of the relation between MH I/M∗ and 12
+ log O/H. Simply put, at high enough metallicities, oxygen line
emission will inversely correlate with oxygen abundance as a result of
the higher metallicity increasing the cooling efficiency of the gas and
lowering its overall temperature (this trend reverses at low metallicity,
but we are well above that regime; McGaugh 1991). EW(O) depends
on the total line flux and the stellar continuum flux density, and as
MH I/M∗ increases, two changes occur. The metallicity decreases,
thereby increasing the relative oxygen emission from gas in the
appropriate conditions, and the stellar mass/surface density will on-
average decrease (Catinella et al. 2013), thus lowering the stellar
continuum flux density and further boosting the EW. If we assume
star-forming regions are the primary source of optical line emission,
the oxygen line luminosity can be expressed as

LO ∝
(

O

H

)n

Mg

(
MSF

Mg

)
, (12)

where O/H is the oxygen abundance relative to hydrogen, n is some
value less than zero to reflect the anticorrelation between oxygen
abundance and relative line strength, MSF is the gas mass in star-
forming regions, and Mg is the total gas mass. Since EW is the
emission line flux normalized by the stellar continuum flux density,
we can rewrite this as

EW (O) ∝
(

O

H

)n (
MSF

M∗

)
∝

(
O

H

)n

sSFR, (13)

where we have assumed MSF is proportional to SFR. The assumption
that oxygen line emission is only coming from star-forming regions
may be an oversimplification, as will be discussed in the following
section.

4.4.3 The fraction of diffuse gas

Optical line emission will not only arise from star-forming regions,
but also from DIG (also known as the warm ionized medium,
or WIM). The contribution of DIG to the overall emission line
luminosity of a galaxy can be substantial. For instance, Oey et al.
(2007) find on average ∼60 per cent of H α emission arises from
DIG, with the fraction being highest for low surface brightness
galaxies (they do not find any significant trend with H I fraction, but
also do not incorporate H I non-detections into their analysis). Metal
line emission has also been observed from DIG, and in some cases
is enhanced relative to Balmer hydrogen emission (e.g. [O II]/H β,
[O I]/H α, [N II]/H α, [S II]/H α; Reynolds 1985a,b; Reynolds et al.
1998; Haffner et al. 1999; Hoopes & Walterbos 2003; Madsen et al.
2006; Voges & Walterbos 2006; Zhang et al. 2017), which may imply
an even larger fraction of the integrated metal line emission arises
from the DIG.

To account for DIG, equation (13) can be modified to read:

EW (O) =
(

O

H

)n [
A

(
MSF

M∗

)
+ B

(
MDIG

M∗

)]
(14)

where A and B are unknown constants, and MDIG is the amount of
emitting gas associated with DIG. We make no attempt to constrain

the unknowns in this equation here, and they probably vary with
galaxy properties (mass, surface brightness, etc.), but it highlights our
key takeaways: (1) the oxygen emission is correlated with gas-phase
metallicity; (2) both star-forming clouds and DIG contribute to the
overall emission. The relative contributions of H II regions and DIG
to the MH I/M∗–EW(O) relation may not be fixed, and likely vary
smoothly on average along the trend for it to remain well-behaved
(such smooth variations should just be absorbed into the linear fit
coefficients). Evidence of a growing contribution from DIG as H I

fraction increases is seen in the correlation between MH I/M∗ and
[O I]/H α (and perhaps to a weaker extent, the anticorrelation with
μH α). Additionally, in Section 3.3, we found that the scatter in the
MH I/M∗ versus EW(O) relations correlates with [O I]/H α and μH α ,
which suggests the scatter may be driven by variations in the DIG
fraction. However, we caution that similar results could be explained
by increased shock heating in more gas-rich galaxies. DIG line ratios
may themselves be driven by shocks, but this is a subject of debate
(Haffner et al. 2009).

If our observations can be explained by more DIG in gas-rich
galaxies, one might also wonder if this implies the presence of
more diffuse H I as well. Analyses of the neutral content of the
DIG implies that it is indeed mostly ionized, with neutral fractions
< 10 per cent (Reynolds et al. 1998; Hausen, Reynolds & Haffner
2002). However, kinematic studies find that DIG is almost always
found to coincide in both space and velocity with H I, specifically the
warm neutral medium (WNM; the warmer, diffuse, more extended
neutral hydrogen) as opposed to the cold neutral medium (CNM;
the cooler, denser hydrogen clouds) (Spitzer & Fitzpatrick 1993;
Reynolds et al. 1995; Hartmann & Burton 1997; Howk, Sembach &
Savage 2003; Haffner et al. 2009). Therefore, it is possible that
galaxies with more DIG may also have a larger fraction of their
H I residing in the WNM. A further implication of this relationship
would be that the most gas-rich galaxies (which show evidence of a
higher DIG fraction) would host a larger WNM fraction. Similarly,
the scatter in the MH i/M∗–EW(O) relation, which we attributed to
variations in the fraction of DIG emission, may also reflect variations
in the amount of H I in the CNM versus WNM phases.

Whether an H I reservoir has a large diffuse component or is subject
to more shock heating, such a change in the ISM may impact global
star formation efficiencies. The H I will not be able to condense into
molecular clouds nearly as easily as it would otherwise, increasing
the overall H I depletion time, tdep, defined as MH I/SFR. We explore
this possibility by plotting MH i versus SFR32Myr in Fig. 11 and
comparing to lines of constant tdep. We specifically use SFR32Myr in
order to smooth over stochastic variations in the SFR and look at
the long-term averaged behaviour. Points in Fig. 11 are colour-coded
by [O I]/H α (left) and μH α (right), and we restrict our analysis to
the subset of galaxies with 12 + log O/H < 9.05 where there is
no metallicity dependence on [O I]/H α. Longer H I depletion times
at fixed SFR coincide with enhanced [O I]/H α and depressed μH α ,
supporting the idea that longer H I depletion times are caused by
a larger fraction of H I residing in the WNM and/or heated by
shocks.

5 C O N C L U S I O N S

Using the second data release of the H I-MaNGA survey, an H I

follow-up program for the SDSS-IV MaNGA survey, we conducted
an analysis of the scaling relations between galaxy H I-to-stellar mass
ratio and average ISM properties derived from optical spectroscopy
for star-forming galaxies. Our key results are as follows:
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H I-MaNGA 1363

Figure 11. MH I versus SFR for galaxies with 12 + log O/H < 9.05. Longer depletion times coincide with higher [O I]/H α and depressed μH α , consistent with
a larger fraction of DIG/WNM and/or gas heated by shocks.

(i) We recover the strong anticorrelation between MH I/M∗ and
gas-phase metallicity seen in previous studies. We also find a mild
correlation between MH I/M∗ and [O I]/H α, which suggests the
presence of a harder ionizing field, more shock excitation, and/or
a larger fraction of DIG in gas-rich galaxies. A larger DIG fraction
may in turn imply a larger fraction of H I residing in the more diffuse
WNM.

(ii) MH I/M∗ is weakly correlated with EW(H α) and other optical
hydrogen lines. This weak connection implies the global H I reservoir
does not have a strong impact on the star formation on short-
time-scales. However, the stronger link between H I and SFR when
measured over longer time-scales implies the H I reservoir still plays
an important role in sustaining the average SFRs of galaxies.

(iii) Of all optical emission lines, MH I/M∗ correlates most
strongly with Oxygen lines ([O I], [O II], and [O III]). This result
is likely driven by the existing anticorrelation between gas fraction
and metallicity.

(iv) The residuals in the MH I/M∗–EW(O) relations are most
strongly correlated with [O I]/H α and mean H α surface brightness,
H α. This result suggests the scatter is driven by variations in the
amount of gas associated with the WNM/DIG.

(v) Galaxies with longer than average depletion times also have
elevated [O I]/H α and depressed μH α , consistent with long depletion
times occurring when a significant fraction of H I is in a diffuse phase
and/or subject to more shock heating, making it more difficult to
condense into molecular clouds.

(vi) We make a first attempt to calibrate multiparameter MH I/M∗
scaling relations using optical spectroscopic information, but find
that the asymmetric scatter makes them less preferable than existing
scaling relations using broad-band photometric properties. However,
the relations in this work appear to strengthen, with notably less
asymmetric scatter, if emission line properties are calculated using
larger apertures. More data with larger area coverage – or careful
aperture corrections applied to our current MaNGA sample – may
prove valuable when revisiting these scaling relations.

Our results highlight how ISM properties vary from typically
low-mass gas-rich galaxies, to typically more massive gas-poor
galaxies. In many ways, gas-rich dwarf galaxies represent aspects
of the progenitors of the Milky Way and other more massive
galaxies. Understanding the properties of their ISM, and how they
might impact star formation, is a key ingredient to our general

understanding of galaxy formation. Analyses of the relative fractions
of diffuse and dense H I may be particularly useful for simulations
which aim to properly recreate the true breakdown of the ISM into
its different phases.

In a practical sense, this work also demonstrates ways to conduct
statistical analysis in the presence of H I upper limits. Both the
ATS estimator and substituting upper limits with photometric gas
fractions are useful approaches and give generally consistent results.
A third approach, which we have not demonstrated here, is stacking
of H I data, with the caveat that stacking removes information about
the distribution of data around mean trends. Regardless, H I non-
detections contain valuable information, it is crucial to incorporate
them into any analysis of gas content in order to avoid biased
results.
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2008, AJ, 136, 2115

Hoopes C. G., Walterbos R. A. M., 2003, ApJ, 586, 902
Howk J. C., Sembach K. R., Savage B. D., 2003, ApJ, 586, 249
Huang S., Haynes M. P., Giovanelli R., Brinchmann J., 2012, ApJ, 756,

113
Hughes T. M., Cortese L., Boselli A., Gavazzi G., Davies J. I., 2013, A&A,

550, A115
Hunter D. A., Elmegreen B. G., Baker A. L., 1998, ApJ, 493, 595
Isobe T., Feigelson E. D., Nelson P. I., 1986, ApJ, 306, 490
Jaskot A. E., Oey M. S., Salzer J. J., Van Sistine A., Bell E. F., Haynes M. P.,

2015, ApJ, 808, 66
Kannappan S. J., 2004, ApJ, 611, L89
Kannappan S. J., Fabricant D. G., Franx M., 2002, AJ, 123, 2358
Kannappan S. J. et al., 2013, ApJ , 777, 42
Kaplan E. L., Meier P., 1958, J. Am. Stat. Assoc., 53, 457
Kenney J. D. P., Young J. S., 1989, ApJ, 344, 171
Kennicutt Robert C. J., 1998, ARA&A, 36, 189
Kennicutt R. C., Evans N. J., 2012, ARA&A, 50, 531
Kewley L. J., Dopita M. A., 2002, ApJS, 142, 35
Kewley L. J., Ellison S. L., 2008, ApJ, 681, 1183
Kewley L. J., Geller M. J., Barton E. J., 2006a, AJ, 131, 2004
Kewley L. J., Groves B., Kauffmann G., Heckman T., 2006b, MNRAS, 372,

961
Kewley L. J., Nicholls D. C., Sutherland R. S., 2019, ARA&A, 57, 511
Krumholz M. R., McKee C. F., Tumlinson J., 2009a, ApJ, 693, 216
Krumholz M. R., McKee C. F., Tumlinson J., 2009b, ApJ, 699, 850
Law D. R. et al., 2015, AJ, 150, 19
Law D. R. et al., 2016, AJ, 152, 83
Lequeux J., Peimbert M., Rayo J. F., Serrano A., Torres-Peimbert S., 1979,

A&A, 500, 145
Leroy A. K. et al., 2012, AJ, 144, 3
Lisenfeld U. et al., 2011, A&A, 534, A102
McGaugh S. S., 1991, ApJ, 380, 140
Madsen G. J., Reynolds R. J., Haffner L. M., 2006, ApJ, 652, 401
Masters K. L. et al., 2010, MNRAS, 405, 783
Masters K. L. et al., 2019, MNRAS, 488, 3396
Meurer G. R., Carignan C., Beaulieu S. F., Freeman K. C., 1996, AJ, 111,

1551
Moran S. M. et al., 2012, ApJ, 745, 66
O’Donnell J. E., 1994, ApJ, 422, 158
Oey M. S. et al., 2007, ApJ, 661, 801
Osterbrock D. E., Ferland G. J., 2006, Astrophysics of Gaseous Nebulae and

Active Galactic Nuclei, University Science Books, Sausalito, California
Peeples M. S., Pogge R. W., Stanek K. Z., 2008, ApJ, 685, 904
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A P P E N D I X A : PE R F O R M A N C E O F T H E
AKRITA S–THEIL–SEN ESTIMATOR

To test the performance of the ATS estimator, we examine its
consistency and accuracy when applied to a mock data set where
the fraction of censored data is progressively increased. For this
analysis, we use data from the extended GALEX Arecibo SDSS
xGASS Survey (xGASS; Catinella et al. 2018), chosen because
it has deep H I observations and a roughly uniform stellar mass
distribution similar to our MaNGA data set. We start with only the
xGASS detections, so that we have a sample where true H I masses
are known for all galaxies. Fig. A1 shows the MH I/M∗ versus g −
r relation for this sample, as well as the ordinary unweighted least-
squares (OLS) fit and the ATS fit. These two fitting algorithms are in
good agreement within their errors.

The MH I/M∗ versus g − r relation is an ideal test of the ATS
estimator for this work because when we simulate different observing

Figure A1. The MH I/M∗ versus g − r relation using only H I detections from
the xGASS survey (Catinella et al. 2018). The red and blue lines represent
the OLS and ATS fits to the data.

depths and introduce mock upper limits, the distribution of upper
limits is similar to the distribution seen in the relations presented in
Section 3. Specifically, the range of MH I/M∗ for detections and non-
detections overlaps significantly at fixed x-axis value. To create mock
non-detections in this data set in a manner consistent with the non-
detections in the H I-MaNGA survey, we assign each xGASS galaxy a
new distance based on its i-band absolute magnitude, Mi, mimicking
the relationship between Mi and redshift which is explicitly built into
the MaNGA Primary sample design (Wake et al. 2017). For a given
Mi, a galaxy in MaNGA will only fall within a set range of redshifts,
and we assign each galaxy a random value within that range. To
ensure consistency with MaNGA data, we use the elliptical Petrosian
magnitudes from the NSA catalogue. Each galaxy’s observed H I flux
is recalculated using its known H I mass and this new distance. We
then assume all galaxies are observed down to a fixed rms noise level,
which we use to calculate the integrated flux S/N for each galaxy.
Anything with a mock S/N < 3 is assumed to be a non-detection and
given a 3σ upper limit assuming a linewidth of 200 km s−1. We start
with an rms of 1.5 mJy (the nominal H I-MaNGA survey depth) and
progressively increase it up to 10 mJy, each time running an OLS fit
on the mock detections and an ATS fit on all the data, including the
upper limits.

Fig. A2 shows the results of this analysis. Unsurprisingly, the OLS
fit on just the detections becomes increasingly biased as the mock
survey depth decreases. Meanwhile, the ATS estimator fit changes
very little, until the fraction of censored data exceeds ∼50 per cent,
at which point the ATS fit is clearly biased too high and shallow
relative to the true relation, although the ATS is less biased than an
OLS fit to just the detections. Notably the ATS estimator and the true
fit are in good agreement at a censoring fraction of ∼30 per cent,
the same censoring fraction as our analysis sample. This analysis
illustrates how the ATS estimator provides both a consistent and
accurate linear fit through the data even in the presence of significant
censoring.
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Figure A2. MH I/M∗ versus g − r colour relation for xGASS data where galaxies are redistributed in redshift space to match the MaNGA survey design, then
mock observed to progressively lower depths. The thick lines represent the original fits to the uncensored data from Fig. A1. The ATS line remains extremely
stable until the censoring fraction exceeds ∼50 per cent.

A P P E N D I X B: PH OTO M E T R I C G A S FR AC T I O N
C A L I B R AT I O N

To determine P (MH I/M∗|colour), the 2D probability distribution of
galaxies as a function of MH i/M∗ and modified colour, we follow
the methodology of Eckert et al. (2015) using the RESOLVE survey
H I catalogue (Stark et al. 2016). RESOLVE is the ideal data set
to determine this probability distribution as it is a highly complete,
closed volume survey with H I data that is uniformly deep (as a
fraction of stellar mass). We select only data from the RESOLVE-
A volume above the baryonic mass completeness limit, enforce all
detections to have S/N > 5, and reject any confused targets whose
systematic error due to confusion is > 25 per cent of the integrated
flux. The RESOLVE catalogue is crossmatched with the NSA using
a search radius of 5 arcsec in order for us to use photometry and
stellar masses consistent with our MaNGA sample.

We first determine which colour provides the tightest correlation
with MH I/M∗ when using NSA data, which we find to be u − i. We

Table B1. Best-fitting values to the
P (MH I|colour) model.

A0 26.38
A1 0.93
A2 0.15
A3 − 1.10
A4 2.69
A5 0.12
A6 46.52
A7 3.78
A8 0.37

next determine the optimum third parameter, testing both axial ratio
(b/a) and r-band surface brightness calculated within Re (μr). The fits
are limited to the H I detections between 0.5 < u − i < 3 in order to
avoid very red colours where the data are dominated by upper limits
and very blue colours where the scatter appears asymmetric. While
Eckert et al. (2015) find b/a to be the optimal third parameter, we find
it has very little correlation with the residuals in the MH I/M∗–(u −
i) correlation. A more significant correlation is found with μr. Based
on the fit between MH I/M∗, u − i, and μr, our final modified colour
is defined as 0.878(u − i) − 0.116μr + 4. The additive factor of 4
is simply to ensure the final modified colour is >0, which is needed
for the full fit to P (MH I/M∗|colour).

P (MH I/M∗|colour) is fit using equations (1)–(4) from Eckert et al.
(2015). To briefly summarize, the model assumes there are two
distinct populations: (1) H I-rich galaxies (typically detections) which
follow a linear relation with modified colour and have Gaussian
scatter that broadens at redder colours, and (2) gas-poor (typically
non-detections) that are assumed to all fall around MH I/M∗∼0.05.
We use MH I/M∗ and colour bin sizes of 0.2 and weight the data
by 1/N, where N is the number of galaxies per bin. The final fit
parameters are given in Table B1.

For each non-detection in our MaNGA sample, we determine its
MH I/M∗ probability distribution based on its modified colour and the
model fit parameters given in Table B1. We set all probabilities to
zero above the measured upper limit. The new estimate of MH I/M∗
for this galaxy is determined by randomly drawing from its MH I/M∗
probability distribution.
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