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ABSTRACT
When comets approach the Sun, their surface is heated and the volatile species start to
sublimate. Due to the increasing gas pressure, dust is ejected off the surface, which can be
observed as cometary coma, dust tail, and trail. However, the underlying physical processes
are not fully understood. Using state-of-the-art results for the transport of heat and gas as well
as of the mechanical properties of cometary matter, we intend to describe the activity pattern of
comets when they approach the Sun. We developed a novel thermophysical model to simulate
the dust ejection from comet 67/Churyumov–Gerasimenko’s south-pole region at perihelion.
Based on the input parameters, this model computes the sub-surface temperature profile, the
pressure build-up, and the redistribution of volatiles inside the cometary sub-surface region
and provides mass-loss rates of dust and gas as well as typical sizes and ice content of the
ejected dust chunks. Our thermophysical model allows for continuous gas and dust ejection
from the Southern hemisphere of comet 67/Churyumov–Gerasimenko at perihelion. We find
that the model output is in general agreement with the observed Rosetta data. The sublimation
of CO2 ice drives the ejection of very large (� 10 cm) chunks, which contain 10 per cent to
90 per cent of the initial water–ice content. In contrast, the outgassing of H2O ice causes the
lift-off of small clusters of dust aggregates, which contain no ice.
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1 IN T RO D U C T I O N

Cometary nuclei are kilometre-sized objects, composed of different
volatile and refractory species, i.e. ice and dust. They possibly
formed in the protoplanetary disc by the gravitational collapse of
pebble clouds, typically consisting of mm- to cm-sized aggregates
of dust and ice (see e.g. Johansen et al. 2007; Blum et al. 2014, 2017;
Lorek, Lacerda & Blum 2018), but alternative models exist in which
pebbles play no role (Davidsson et al. 2016). After their formation,
the cometary precursors were scattered into the outer regions of our
Solar system, the Kuiper Belt and the Oort Cloud. Due to the large
distance to the Sun, the bulk cometary material remained almost
unaltered by solar radiation, and collisions among the cometary
nuclei were unlikely or did not change their internal morphologies
(Fulle & Blum 2017). Thus, comets are among the most primitive
objects of our Solar system. When a cometary nucleus enters the
inner Solar system after one or more gravitational-scattering events,
the cometary surface warms up and the volatile components start
to sublimate. Particles, aggregates, and chunks (see Fig. 1) are then
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ejected off the cometary surface into space. This process leads to
the formation of the cometary coma, the dust tail, and the dust trail.

Several space missions studied the physical properties of comets
(e.g. Deep Impact, Stardust, Rosetta, etc.), with the aim to under-
stand cometary activity. Although these missions and particularly
Rosetta have answered many questions about comets, the mystery of
the general cometary activity has not been solved so far. One of the
most important issues is how the low gas pressure that can build up
by the sublimation of volatiles (Skorov & Blum 2012) can overcome
the tensile strength of the near-surface material, which then allows
lift-off of solids off the surface. Different solutions to increase the
gas pressure (Fulle, Blum & Rotundi 2019), or to decrease the tensile
strength, such as the existence of cracks (Skorov et al. 2016), the
outgassing of super volatiles (Womack, Sarid & Wierzchos 2017),
an ultralow tensile strength of the surface material (Blum et al.
2014; Attree et al. 2018), and the exothermic phase transition of
amorphous to crystalline water ice (see e.g. Prialnik et al. 2008),
were discussed in the past years.

All these effects require knowledge of the microphysical proper-
ties of the cometary surface to understand the details of the ejection
process. Porosity, grain size-frequency distribution, hierarchical
structures, composition; these microphysical properties can have
a strong influence on the macrophysical properties of the surface
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Figure 1. Particles are the smallest subunits of cometary matter, as
measured by Mannel et al. (2016, 2019). During the formation process of
planetary objects, dust aggregates (or pebbles) are formed from the particles
(see Blum et al. 2014, 2017, for details). However, cometary activity can also
lead to the ejection of large chunks made of aggregates (see Fulle et al. 2016;
Ott et al. 2017, for details). For a review of dust morphologies observed with
Rosetta, see Güttler et al. (2019).

layer, such as the tensile strength, the thermal conductivity, the heat
capacity, and the gas permeability. These macrophysical properties
determine the evolution of the temperature stratification and thereby
the pressure build-up inside the cometary surface layers.

A valuable tool for a better understanding of how the microphys-
ical properties influence the activity of comets is thermal modelling
of the cometary subsurface layers. Many sophisticated models exist
in the literature (see e.g. Hu et al. 2017; Keller et al. 2017; Prialnik &
Sierks 2017). Our work is based on the paper on thermal modelling
written by Davidsson & Skorov (2002) in which the authors discuss,
besides many other important facets of modelling cometary activity,
the modification of the heat transfer equation in order to take into
account the latent heat of sublimation. We used this formulation
in our work to develop a 1D thermophysical model, which solves
the modified heat transfer equation for different depths below a
cometary surface. As study case, we chose the south-polar region
of comet 67P/Churyumov–Gerasimenko (hereafter 67P) during
perihelion.

Our paper starts with reviewing the two different comet formation
scenarios and their implications for the macrophysical properties of
the cometary material (Section 2). In Section 3, a comprehensive
overview of the different Rosetta observations, relevant for this
work, is provided. Section 4 provides a general overview of the
developed thermophysical model, with the details being presented
in the respective Appendices. The results of our calculations are then
presented and compared to the Rosetta measurements in Section 5.
A discussion of our main findings and of the activity of comet 67P
during perihelion is given in Section 6. Finally, the main results of
this work are summarized in Section 7.

2 TH E I N T E R NA L ST RU C T U R E O F C O M E T S

To understand the dust and gas activity of comets when they
approach the Sun, knowledge of a number of physical processes
is required. These questions comprise the absorption and transport
of solar energy into the interior of the cometary nucleus as well
as the efficiency of conversion of this energy into evaporating
volatile species. Moreover, the tensile stresses need to be known
to estimate from which sub-surface depths dust emission occurs.
Before we present our thermophysical model of the cometary
activity in Section 4, we will here estimate the determining physical
quantities of the cometary matter, namely the thermal conductivity

as a function of temperature, the gas permeability, and the tensile
strength, respectively. The thermal conductivity influences the
temperature stratification of the sub-surface regions at any time,
which, in turn, determines the evaporation/condensation rate of the
volatiles at each depth; the gas permeability determines the transport
of vapour into higher/lower depths, the local gas pressure, and the
outgassing rate of the comet; finally, dust can be ejected if the local
tensile strength is lower than the local pressure.

To determine these three quantities, knowledge about structure
and mechanical properties is needed and these quantities depend
on the formation and evolution of the cometary nucleus. Here, we
follow the reviews by Blum (2018) and Weissman et al. (2019).
The formation of planetesimals in the solar nebula started with the
agglomeration of (sub-)micrometre-sized dust and ice particles into
mm- to cm-sized aggregates, as described in detail by Zsom et al.
(2010) and Lorek et al. (2018). These aggregates are called pebbles
and have typical volume filling factors of 0.4, due to the domination
of bouncing collisions (Zsom et al. 2010; Lorek et al. 2018). For
the further evolution into planetesimals, two competing models
have been presented: (i) further collisional growth (Windmark
et al. 2012; Davidsson et al. 2016) and (ii) local concentration
of the pebbles by hydrodynamic processes and subsequent gentle
gravitational collapse (Youdin & Goodman 2005; Johansen et al.
2007; Blum et al. 2014, 2017). While model (i) predicts typical
impact speeds of several 10 m s−1, which results in homogeneous,
compacted dust layers, model (ii) predicts, due to the gentle
nature of the gravitational collapse, that the pebbles survive the
planetesimal formation intact so that a hierarchic structure results.
Assuming that post-formation collisions do not substantially alter
the internal structure of the planetesimals (Schwartz et al. 2018),
the two formation models predict very different values for the
thermal conductivity, the gas permeability, and the tensile strength,
respectively.

(1) Heat conductivity: (i) The heat conductivity of a homoge-
neous dust layer resulting from the direct collisional sticking is only
determined by the network thermal conductivity, decreases with
increasing grain size (see Gundlach & Blum 2012a, for details)
and is only weakly temperature dependent. Typical values are
10−1 − 10−3 W m−1 K−1. Radiative heat transport can be neglected.
(ii) The hierarchical pebble surface possesses a lower network heat
conductivity, because of the highly reduced interparticle contacts
between two neighbouring pebbles. Typical values range from
10−3 − 10−4 W m−1 K−1. However, the radiative heat transport
inside the voids between the pebbles can substantially increase the
thermal conductivity to values of 10−1 W m−1 K−1. This means that
the thermal conductivity of pebble surfaces will be extremely low at
low temperatures (� 200 K) and for small pebble sizes (� 0.1 mm),
but can be very high for high temperatures (� 300 K) and large
pebbles (� 1 mm).

(2) Gas permeability: the gas permeability determines how
many molecules can escape into space from a sublimating ice
surface through the covering dust layer (Gundlach, Skorov & Blum
2011). As the gas densities are in all cases extremely low, collisions
among the molecules are unimportant with respect to collisions
with the dust so that the gas permeability is determined by the
mean free path between collisions with dust grains or pebbles and
the number of dust or pebble layers. (i) Mean free paths in the
collisional-sticking model are on the order of the grain size and,
thus, typically ∼ 1–10μm (for grain sizes of one micrometre and a
volume filling factor of 0.2) and the number of dust layers per cm
is several thousand. Therefore, the escape of gas from large depths
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Table 1. H2O and CO2 outgassing rates, dust ejection rate, and size (distribution) of the ejected chunks from comet 67P at perihelion.

Instrument Mean rate Range References

H2O Outgassing rate MIRO 250 kg s−1 150 – 430 kg s−1 Marshall et al. (2017)
ROSINA 640 kg s−1 300 – 1000 kg s−1 Hansen et al. (2016)
SWAN 270 kg s−1 – Bertaux (2015)

CO2 Outgassing rate VIRTIS 50 kg s−1 7 – 70 kg s−1 Fougere et al. (2016)
ROSINA 150 kg s−1 35 – 350 kg s−1 Fougere et al. (2016)

Dust ejection rate OSIRIS 4400 kg s−1 – Ott et al. (2017)

Size of the chunks OSIRIS 12.3 cm 5.7 – 26.6 cm Ott et al. (2017)

Slope of the mass distribution function OSIRIS 1/2 1/3 – 4/3 Ott et al. (2017)

is very difficult and the build-up of pressure is very efficient. (ii)
In the case of gravitational collapse, the mean free path is of the
order of several millimetres (for pebble sizes of one centimetre and
a volume filling factor of the pebble packing of 0.5) and the number
of layers per cm is close to unity. Thus, gas can efficiently escape
and pressure build-up is only possible for dust thicknesses of several
pebble layers.

(3) Tensile strength: (i) The tensile strength of the homogeneous
dust layers resulting from the direct collisional sticking model has
been measured in the laboratory for micrometre-sized silica and
water–ice particles, is of the order of σT ≈ 1 kPa and scales with
the grain radius r as σ T ∝ r−1 (Gundlach et al. 2018). (ii) A
collection of mm- to cm-sized dust aggregates, as predicted by
the gravitational collapse model, results in a much lower tensile
strength of σT ≈ 0.1 − 1 Pa and scales with the pebble radius R as
σ T ∝ R−2/3 (Skorov & Blum 2012; Blum et al. 2014; Brisset et al.
2016).

3 ROSETTA O BSERVATIONS DURING
PE R IHELION

The instruments on board the Rosetta spacecraft performed ex-
tensive measurements of the outgassing and dust ejection rates
of comet 67P before, during, and after perihelion.1 In the fol-
lowing, the measured outgassing and the dust ejection rates of
comet 67P around perihelion are reviewed and are summarized in
Table 1.

3.1 H2O outgassing rate

The outgassing rate of H2O was derived through inverse modelling
of the MIRO data by Marshall et al. (2017). In this work, mean H2O
outgassing rates of 150 kg s−1 for the week before perihelion and of
430 kg s−1 for approximately 34 d after perihelion were derived.
Because most of the data around perihelion were in the range
between 0.6 × 1028 and 1.0 × 1028 s−1 (Fig. 6 in Marshall et al.
2017), we infer a mean H2O outgassing rate of 250 kg s−1 for comet
67P at perihelion based on the MIRO measurements.

Another determination of the H2O outgassing rate was provided
by the ROSINA instrument, which utilized in-situ measurements
of the gas density (COPS) and composition (DFMS). Hansen
et al. (2016) derived a maximum outgassing rate of 1000 kg s−1

for approximately 20 d after perihelion. A minimum value for the
outgassing rate measured by the ROSINA instrument can be derived
by taking the lowest rates measured, i.e. 1028 s−1 (see fig. 6 in

1Perihelion: 13th of 2015 August.

Hansen et al. 2016), which yields 300 kg s−1. Altogether, Hansen
et al. (2016) derived a mean H2O outgassing rate of 640 kg s−1.

For comparison, Bertaux (2015) utilized data from the SWAN2

instrument on board the SOHO satellite to derive an outgassing rate
of 270 kg s−1, which fits relatively well the MIRO observations.

3.2 CO2 outgassing rate

While the H2O activity followed the solar illumination pattern, the
maximum of the CO2 activity was always observed in the southern
regions of comet 67P (see figs 5 and 7 in Läuter et al. 2019).

The CO2 outgassing rates were derived from the VIRTIS and
the ROSINA data. Because VIRTIS is a spectrometer, spectral line
modelling together with a coma model is required to derive the
CO2 outgassing rates. From fig. 11 in Fougere et al. (2016), we can
estimate that the CO2 outgassing rates range from 1026 to 1027 s−1,
with a most probable value of 8 × 1026 s−1. A translation into a
mass-loss rate yields 7 to 70 kg s−1 with a favourable value of
50 kg s−1.

Referring to Fougere et al. (2016), we can also derive the CO2

outgassing rates measured by the ROSINA instrument. Their fig. 12
provides the information that the CO2 outgassing rates are approx-
imately a factor of ten lower than the H2O outgassing rates. Fig. 11
can also be used to estimate the outgassing rates at perihelion.
In this case, the CO2 outgassing rates ranged from 5 × 1026 to
5 × 1027 s−1, with a most probably value of 2 × 1027 s−1, which
provides mass-loss rates of 35 to 350 kg s−1 and a favourable value
of 150 kg s−1.

3.3 Dust loss rate and size (distribution) of the ejected chunks

The dust loss rates can be inferred by directly measuring the particle
trajectories from the images taken by the OSIRIS cameras. Ott et al.
(2017) derived the dust ejection rate of comet 67P during perihelion
for different mass bins of the ejecta. Fig. 10 in Ott et al. (2017)
shows that most of the mass was lost due to the ejection of chunks
with masses between 0.1 and 10 kg. If we assume that most of
the mass was ejected in 1 kg chunks and that the chunks possessed
the same mass density as the nucleus (532 kg m−3, following Jorda
et al. 2016), we can calculate a typical chunk size (by assuming a
cubic shape) of 12.3 cm. Hence, most of the mass is lost due to the
ejection of chunks ranging from 5.7 cm (corresponding to a mass
of 0.1 kg) to 26.6 cm (corresponding to a mass of 10 kg) in size.

2The SWAN instrument was designed to observe Lyman alpha photons at a
wavelength of 121.6 nm, which are back-scattered by the neutral hydrogen
atoms present in the interplanetary medium.
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We recalculated the total mass-loss rate provided by Ott et al.
(2017), because the authors assumed a density of 1000 kg m−3

for the cometary material. Instead, we prefer to use a density
of 532 kg m−3 (Jorda et al. 2016). By using this density and by
integrating the dust ejection rates over all mass bins, we derive a
total dust ejection rate of 4400 kg s−1 of comet 67P at perihelion
(see Table 1).

Following again Ott et al. (2017), we can derive a power-law
mass-frequency distribution function. For masses smaller than the
peak mass of ∼ 1 kg (see above), the slope is given by �Rosetta ≈
+1/2.

4 TH E R M O P H Y S I C A L M O D E L

The aim of this paper is to better understand the cometary dust
ejection process. Therefore, we developed a novel thermophysical
model whose output parameters are compared with Rosetta ob-
servations of comet 67P during perihelion (see Section 3). This
comparison allows the determination of several surface properties,
as discussed in Section 5. This section, however, is dedicated to
present the concepts of our thermophysical model. First, the general
setting and the numerical techniques are described. Then, the input
and output parameters of the model are presented. The section ends
with an introduction of the different scenarios for which simulation
runs were performed. For a better readability of this paper, we
refrain in this Section from showing the whole set of equations and
refer the interested reader to Appendix A.

4.1 The setting

We assume that the cometary nucleus consists of three massive
components (see Fig. 2): (1) non-volatile dust particles (black
dots in Fig. 2), (2) H2O–ice particles (blue dots), and (3) CO2–
ice particles (orange dots with black rims), respectively, with
relative mass abundances of fDust, fH2O, and fCO2 and normalization
fDust + fH2O + fCO2 = 1. For the morphology, we considered two
different cases (see Section 2): (i) a homogeneous composition
with dust and ice particles of radii r, or (ii) a body consisting of
monodisperse pebbles with radii R. We will also use the dust-to-
ice mass ratio fDust/fIce = fDust/(fH2O + fCO2 ) and the CO2 ice
content fCO2/fH2O (see Table 2). It should be noted that the comet
nucleus is porous, which is reflected in the bulk mass density of
532 kgm−3 (Jorda et al. 2016), a value much smaller than any of the
dust and ice material densities. The hierarchical or homogeneous
porous structure resulting from the two formation scenarios has
a strong influence on the heat conductivity, gas permeability, and
tensile strength, as already mentioned in Section 2.

In our simulations, comet 67P is located at perihelion (with a
heliocentric distance of 1.24 AU). We chose to model the case of
maximum diurnal illumination, i.e. at the south pole with a constant
solar elevation above horizon of 52◦ (Sierks et al. 2015). Hence, the
Sun’s position with respect to the surface normal is ϑ = 38◦ (see
Fig. 2). During a polar day at perihelion, the Sun’s elevation does
not change, and for an observer on the cometary surface the Sun
would move in a circle with constant elevation in the ‘sky’.

Furthermore, we assume that the entire south-pole hemisphere
of comet 67P was active at perihelion. This assumption is based on
fig. 11 in Keller et al. (2015, right-hand panel). The total area of the
south-pole region is 10 km2.

Figure 2. The setting used to model the dust activity of comet 67P at the
south pole at perihelion. The Sun’s zenith distance is ϑ = 38◦. The near-
surface region of the comet nucleus consists of pebbles, which themselves
are composed of non-volatile (siliceous and organic) dust, H2O– and CO2–
ice particles. Due to the sublimation of the volatiles, the sublimation
fronts move into the interior (downwards) with time if no dust emission
occurs.

4.2 Numerical technique

The thermophysical model is based on different theoretical concepts
and empirical findings. An overview of the concepts of the thermo-
physical model is provided in this Section and the details, such as
the used equations and parameters, can be found in Appendix A.

For this work, we chose to model only a single isolated surface
element of 1 m2 cross-section, which means that we have not used
a shape model of comet 67P. This strategy allowed us to spend the
entire computational power to model the microphysical processes
in the sub-surface layers in great detail and to study a wide range of
different input parameters. In return, this parameter study provides
the opportunity to derive the physical properties of the cometary
subsurface by comparing the different model runs (scenarios) with
Rosetta observations (see Section 5).

In order to model the microphysical processes in the sub-surface
layers, we divided the cometary sub-surface into 512 layers. Each
layer possesses a thickness, dx, of one pebble radius, i.e. dx = R
(see Fig. 2). Hence, the simulations cover depths of 1.3 to 6.4 m,
for pebble radii from R = 2.5 mm to R = 12.5 mm (see Table 2).
We also studied non-pebble cases (see Section 4.4 for details)
for which we used a resolution of dx = 100μm. The total dust
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Table 2. Summary of the used input and output parameters.

Input parameter Output parameter

Parameter Symbol Value Parameter Symbol

Dust-to-ice ratio fDust/fIce 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 H2O outgassing rate γ̇H2O

Pebble radius1 R 2.5, 5.0, 7.5, 10.0, 12.5 mm CO2 outgassing rate γ̇CO2

CO2 Ice content2 fCO2 /fH2O 0.075, 0.15, 0.30, 0.45, 0.60 (constant σT) Dust ejection rate δ̇Dust

– – 0.15–0.24 (variable σT) Size of the Chunks3 xH2O, xCO2

Permeability coefficient b 1 or 7 Aggregate/Particle Diameter Ice Content (Chunks)4 ξH2O

Thermal conductivity λ λNet + λRad, 10−2 W m−1 K−1, 10−3 W m−1 K−1 – –
Constant tensile strength σT 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 Pa – –

or

{
Depth-dependent strength σ 0 1.0 Pa – –
σT (x) = σ0 (1 + x/x0)−1/2 x0 1, 2, 3, 4, 5 cm – –

Notes. 1: Only used for the pebble case. For the variable tensile strength scenario, only R = 5 mm was used.
2: Relative to water ice content.
3: Dust ejection can be driven by the sublimation of H2O or by the sublimation of CO2.
4: Relative to initial H2O–ice content. Only the large CO2 driven chunks contain H2O ice.

ejection and outgassing rates are then extrapolated by multiplying
the derived rates for the single surface segment (with an area of
1 m2, see Section 4.3) by the total area of the active south-polar
region (107 m2).

The core of the thermophysical model is the simultaneous
treatment of the heat transfer equation (see Appendix A1.3) and
the continuity equation for mass conservation (see Appendix A9)
in each layer for each time-step. Technically, we applied the
Crank–Nicolson method, which also provides the possibility to
calculate inverse heat flows (inverted temperature profiles, e.g. at
night; not used in this work). Based on the work of Davidsson &
Skorov (2002), we modified the heat transfer equation and the
mass conservation equation by adding a source/sink term, in order
to take energy and pressure changes in each layer due to the
sublimation/deposition process into account (see Appendix A for
details about the sublimation and deposition process). Furthermore,
the source/sink term also provides the option to model latent heat
transport in the system. Therefore, the code counts the total number
of ice molecules and the number of sublimated and deposited
molecules in each layer. This task is performed for both ice species
individually. This information is also used to monitor the ice content
of the layers and of the ejected chunks.

For the treatment of the heat transfer equation, three different
heat-transfer processes are considered, namely heat conduction
through the solid particle contacts (network conduction), radiation
between the pebbles (radiative transfer), and sublimation and
deposition of molecules (latent heat transport; see Appendix A1.1
for a detailed description of these thermal transfer processes). As
initial condition, the temperature array is set to 50 K at all depths.
We assume that the solar input energy is only absorbed by the
uppermost layer (see Appendix A5). The lower boundary condition
is that the temperature is not allowed to heat the last numerical layer
by more than 0.1 K.

Each numerical layer is given micro- and macrophysical prop-
erties. By setting these properties, the material type is chosen
(continuous media approach). The used microphysical properties
are grain and pebble radii, inneraggregate porosity, and ice contents
(i.e. number of H2O and CO2 molecules per layer). From these
microphysical properties, the macrophysical properties of the layers
are derived, namely, the thermal conductivity (see equations A1–
A7), the heat capacity (see equation A24), the sublimation and
deposition rates (see equation A22), and the temperature (see

equation A23). Normally, the gas permeability3 and the tensile
strength4 are also set by the material composition and grain/pebble
size. However, we decided to keep these two parameters variable
to investigate their influence on the results of the thermophysical
model (see Section 4.3). Because we consider relatively high dust-
to-ice ratios (see Section 4.3), the code uses a constant mass density
for all layers (ρ = 532 kg m−3), irrespective of the ice contents. The
global volume filling factor (or the porosity) is chosen such that each
layer possesses the above-mentioned mass density. Hence, φagg =
0.4 is the volume factor inside the pebbles (i.e. 60 per cent void
space inside the pebbles) and φpack = 0.6 is the volume filling
factor of the pebble packing (i.e. 40 per cent void space between
the pebbles).

Based on the used input parameters (see Section 4.3), the code
performs calculations in three blocks for each time-step, dt, and for
each depth element, dx, starting with the uppermost layer. Fig. 3
provides a step-wise overview of the performed computations with
links to the respective Appendices. The three different main blocks
are described in the following.

The first block (see Appendix A1) utilizes the temperature
profile derived in the prior time-step, T

′′
(x), to calculate the thermal

conductivity, λ(x, T
′′
), and the sublimation rate, j(x, T

′′
). Therefore,

the position x of the actual layer is important, because the number
of overlying dust layers determines the efficiency of the outgassing
rate, η(x) (the number of sublimating molecules is not equal to the
number of molecules able to escape into space). Based on the escape
rate, the cooling rate is derived, which is then used together with
the heat conductivity to compute the resulting temperature change
of the considered layer. Hence, this block provides the intermediate
temperature profile T

′
(x, T

′′
) and outgassing rates, γ̇H2O and γ̇CO2 ,

of the two ice species (see Appendix B for details).
The task of the second block (see Appendix A2) is the redis-

tribution of the sublimated molecules into the interior, jInward(x,
T), and the calculation of the resulting transport of energy (latent
heat). The active layer loses energy, Q(x, T), according to the

3The gas permeability can be expressed by the diffusion constant, which
linearly depends on the aggregate size (effective Knudsen diffusivity; see
equation 13 in Gundlach et al. 2011).
4The tensile strength σT also depends on the pebble size, σT ∝ R−2/3

(Skorov & Blum 2012).
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Figure 3. The concept of the thermophysical model visualized by a flow
diagram. The used input parameters are discussed in Section 4.3 and Table 2.
Readers interested in details of the thermophysical model are referred to the
Appendices as shown in the flow diagram. The used model parameters are
summarized in Table A1.

number of sublimated molecules, and this energy is deposited into
deeper layers, Q(x∗, T). Hence, this block also influences deeper
layers (indicated by x∗ in Fig. 3), by changing the number of ice
molecules, N(x∗) and the temperature of the underlying layers. This
block provides an updated temperature profile T(x, T

′
), which also

serves as input for the next time iteration. If an ejection event
occurs, this block is also used to derive the ice content, ξ , of the
emitted chunks. In order to calculate the number of inward diffusing
molecules, we assume that the same number of molecules that are
lost into space also diffuse inwards. Because of our earlier work
(Gundlach et al. 2011), we know how many escaping molecules
we can expect from a sublimating ice surface buried beneath a
dust layer. If inward gas diffusion is allowed, the total number
of sublimating molecules capable to leave the considered layer
is, thus, twice the outgassing rate into space. It is important to

Figure 4. Graphical visualization of the ejection events. If the erosion
condition is met (see equations A27 and A28), the overlying numerical
layers are counted and removed from the simulation. The pressure build-
up of H2O gas (left-hand panel) ejects small, ice-free chunks, whereas the
pressure build-up of CO2 gas (right-hand panel) causes the ejection of larger,
H2O ice-containing chunks.

note that this is an ad-hoc assumption that we have tested in
Section 6.1.6.

Finally, the third block (see Appendix A3) utilizes the updated
temperature profile together with the efficiency of the outgassing
rate η(x) (indicated by the dotted line in Fig. 3) to derive the resulting
pressure profile, p(x, T). The pressure in each layer is compared with
the assumed tensile strength of the material. If the pressure in the
considered layer exceeds the tensile strength, all layers above are
ejected. Numerically, the ejection event is treated by deleting the
ejected layers and by shifting all respective arrays by the number of
lost layers. New layers are added at the bottom. These new layers
have an initial temperature of 50 K. With this method, the heat wave
never reaches the bottom of the simulated slab if ejection repeats
continuously. As output parameters, this third block provides the
dust ejection rate, δ̇Dust, as well as the size of the ejected chunks,
xH2O and xCO2 . Here, xH2O and xCO2 stand for the H2O and CO2

driven ejection events.
Each simulation run is stopped when exactly fifty ejection events

have occurred, or when the time threshold was reached. In principle,
both volatile constituents are able to trigger ejection events (see
Fig. 4). The pressure build-up of the CO2 gas typically removes
larger chunks (several numerical layers), which contain H2O ice,
whereas the H2O gas pressure build-up causes the ejection of
smaller, ice-free chunks. It is important to mention that the code
does not calculate the dynamical evolution of the ejected chunks, it
just removes the layers from the simulation and counts the number
of layers that are lost.
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Figure 5. Overview of the different scenarios studied with our thermophys-
ical model. In total, we studies twelve different scenarios, by varying the
tensile-strength law (two cases; constant versus depth-dependent tensile
strength), the gas permeability parameter (two cases; b = 1 pd versus
b = 7 pd), and the thermal conductivity (three cases: λ = λNet + λRad versus
λ = 10−3 W m−1 K−1 versus λ = 10−2 W m−1 K−1), respectively. In only
three of these twelve cases, dust activity (levels A0–A3; see Section 5 for
details) could be measured; all other cases show no dust activity (NA).

We tested different time-step settings (details can be
found in Appendix A4) and found that dt = 100 s provides
a good compromise between numerical stability and time
efficiency.

4.3 Input and output parameters

The thermophysical model depends on six different input param-
eters, i.e. the dust-to-ice ratio, fDust/fIce, the pebble radius, R, the
CO2–ice content, fCO2/fH2O, the permeability coefficient, b, the
heat conductivity, λ, and the tensile strength, σ T (see Table 2).
The dust-to-ice ratio describes the mass ratio of the dust to the ice
components (H2O and CO2 ice). The CO2–ice content is defined
relative to the H2O–ice content. For example, a dust-to-ice ratio
of 4 and a CO2–ice content of 0.15 means that 80 per cent of the
mass consists of dust, 17.4 per cent of H2O ice, and 2.6 per cent
of CO2 ice. For almost all cases, we started with CO2–ice contents
of 0.075, 0.15, 0.30, 0.45, and 0.60. However, for the cases with
depth-dependent tensile strength (see Section 4.4), we found that
only runs with a CO2–ice contents between 0.15 and 0.24 showed
dust ejection. Hence, we decided to vary the CO2–ice content in
this interval with a finer step size of 0.01 in these cases.

The tensile strength is another input parameter and is set to
constant values (see Table 2), or decreases with increasing chunk
size (or depth; i.e. depth-dependent tensile strength). For the cases
with chunk-size-dependent tensile strength, we decided to decrease
computation time by only using one fixed pebble size of R = 5 mm.
Although the homogeneous dust layer case intrinsically possesses a
much higher tensile strength of ∼1 kPa (Gundlach et al. 2018), we
also allowed for the very low tensile strengths that are typical for
pebble surfaces.

In the pebble case, the thermal conductivity is determined by
radiation and conduction (λNet + λRad), whereas the radiation can be
neglected in the homogeneous case, due to the small mean free path
of the photons within the voids of the material. Hence, we assumed
λ = const = 10−2 W m−1 K−1 and λ = const = 10−3 W m−1 K−1

for the homogeneous case. Latent heat transport is taken into
account in all cases.

The thermophysical model provides six output parameters, i.e.
the outgassing rates of the two volatile components, γ̇H2O and

Figure 6. Pressure build-up in the cometary sub-surface layers caused by
the sublimation of H2O ice. The b = 7 pd case (Gundlach et al. 2011) yields
lower pressures due to the relatively higher permeability of the material. The
b = 1 pd case (Skorov et al. 2011) causes significant higher pressures (lower
permeability of the material). The pressure profiles are extracted from the
same run as shown in Fig. 7 (λ = λNet + λRad case). pd: particle/pebble
diameter.

γ̇CO2 , measured in [kg s−1], the total dust ejection rate, δ̇Dust, also
measured in [kg s−1], the mean size of the ejected chunks, xH2O and
xCO2 , given in [cm] and the H2O–ice content of the ejected chunks,
ξH2O (measured relative to the initial H2O–ice content). Please note
that CO2 ice was never observed in the ejected chunks. A detailed
mathematical definition of the output parameters can be found in
Appendix B.

4.4 Scenarios

In order to test several situations, we investigated 12 different
scenarios as shown by Fig. 5. These scenarios are set by three
different input options:

(i) Tensile strength (σ T): We studied two cases for the ten-
sile strength, i.e. (i) a size-independent strength σT = const =
0.1 − 1 Pa, and (ii) a depth-dependent strength σT (x) = σ0 (1 +
x/x0)−1/2, with a fixed σ 0 = 1.0 Pa and a variable x0 = 1 − 5 cm
(see Table 2). The latter behaviour is known from solid-state physics
and means that materials become weaker the larger their spatial
dimensions are, because the chance for failures increases with
increasing size. Here we chose to also test this idea and follow
the scaling described by Bažant (1999).

(ii) Permeability coefficient (b): The permeability coefficient
is a measure of how thick a layer of dust is required to reduce
the outgassing flux of a pure ice surface at a given temperature
to 50 per cent of the value without dust cover (Gundlach et al.
2011). Hence, this parameter defines the efficiency of the outgassing
rate η(x) as discussed in Appendix A1.2. This parameter directly
controls the rate of molecules lost into space and also determines
the pressure build-up in the sub-surface layers. A higher value of
b, for example b = 7 pd (pd: pebble, or particle diameter), results
in a higher escape rate into space and in less pressure build-up in
the sub-surface layers. In contrast, lower b values, e.g. b = 1 pd
cause a higher pressure build-up for the same thickness of the dust
cover, but fewer molecules are lost into space. Fig. 6 exemplifies
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the maximum pressure (not to be confused with a pressure profile
at one given time-step) in each layer for two simulation runs based
on the same input parameters, but for different b values. Here, the
b = 1 pd case provides higher pressures inside the sub-surface than
the b = 7 pd case.

(iii) Heat conductivity (λ): We used different options for the heat
conductivity corresponding to the two sub-surface morphologies, (i)
λ = const = 10−2 W m−1 K−1 and λ = const = 10−3 W m−1 K−1

represent the homogeneous-dust-layer cases, in which radiation
in the void space is negligible, because of the very short mean
free path of the photons. (ii) A subsurface structure consisting
of pebbles, as formed in the gravitational-collapse scenario (see
Section 2), possesses a strong contribution by radiative transport,
due to the large voids in the material so that we can write for the heat
conductivity, λ = λNet + λRad. The different thermal conductivity
equations have a major influence on the resulting temperature
profiles and, thus, on all derived output parameters as can be seen
in Fig. 7. In all cases, latent heat transport is considered.

In principle, the tensile strength (see Skorov & Blum 2012, for
details), the gas-permeability coefficient (see Gundlach et al. 2011,
for details), and the heat conductivity (see Gundlach & Blum 2012b,
for details) are fully determined by the used material structure
and composition. However, to also allow alternative settings, we
considered the scenarios discussed above (see Fig. 5).

5 R ESULTS

We ran simulations as described in the previous Section with all
combinations of the input parameters displayed in Table 2. In the
case of depth-dependent tensile strength, the total number of runs
was 500 per permeability coefficient b and thermal conductivity
λ. For constant tensile strength, we ran 2500 simulations per
permeability coefficient b and thermal conductivity λ (see Fig. 5).
Recurrent dust activity and ejection of large chunks (> 6 cm) was
observed only for the pebble model, i.e. for a temperature-dependent
heat conductivity, and only for b = 1 pd (see Fig. 5). In the case of
depth-dependent tensile strength, 224 runs out of the 500 simulation
runs (45 per cent) yielded recurrent dust activity. For constant tensile
strength, 676 out of 2500 simulations (27 per cent) resulted in
dust activity. The no-pebble cases (constant thermal conductivity)
have not shown recurrent dust activity, because α (the surface-
to-volume ratio) in equation (A25) had to be computed by using
the particle radius, r = 1μm, instead of the pebble radius, R (this
parameter is not relevant in the no-pebble case). Consequently, the
outgassing rate is much higher and, hence, the sublimation front
can be found at greater depths. However, at greater depths, the tem-
perature is lower and pressures of 0.1 to 1.0 Pa cannot be reached.
Hence, no continuous dust eject was observed for the no-pebble
case.

Fig. 8 shows an example of a run with repeated dust activity.
The four time snapshots are taken (i) immediately before an H2O-
driven dust ejection, (ii) immediately after an H2O-driven dust
ejection, (iii) immediately before a CO2-driven dust ejection, and
(iv) immediately after a CO2-driven dust ejection, respectively. As
can be seen, our simulations allow us to distinguish between the two
possible causes for dust ejection, namely when the H2O-gas pressure
or the CO2-gas pressure exceeds the local tensile strength. In Fig. 8,
it can be seen that the evolution of the cometary surface is very
regular in time. Whenever the local gas pressure (plotted as pluses
for H2O and crosses for CO2 in the lowermost panels) exceeds
the tensile strength (in this case σ T = 0.5 Pa, see the horizontal

Figure 7. (a) The three heat-conductivity cases used in this study. The
dashed and dash-dotted constant heat conductivities represent the homo-
geneous model, whereas the solid curve characterizes the pebble case in
which the radiative heat transfer is important for high temperatures (i.e. for
shallow depths) (b) The resulting temperature-depth curves. It should be
noted that the dips in the temperature profile are caused by latent cooling
due to sublimation. The profiles are extracted 26000 s after the start of the
simulation. In the cases of λ = λNet + λRad and λ = 10−2 W m−1 K−1,
the H2O sublimation front is located at 0.025 m depth, whereas the CO2

sublimation front can be found in deeper layers (at 0.07 m). For comparison,
in the low thermal conductivity case (λ = 10−3 W m−1 K−1) less energy is
transported into the interior so that the sublimation fronts are still located
very close to the surface. It can also be seen that the lower thermal
conductivity causes a higher surface temperature.

dash-dotted line in the lowermost panels) with two ejections of
chunks with ∼1.5 cm size, caused by H2O sublimation, followed by
one emission of a ∼8 cm-sized chunk, caused by CO2 evaporation
(see vertical dotted and dashed lines for ejections caused by H2O
and CO2, respectively). The topmost panels in Fig. 8 show the
temperature as a function of depth (compare Fig. 7b), with the
characteristic signatures for the evaporation fronts of H2O and CO2.
The middle panels show with pluses and crosses, respectively, the
contents of H2O and CO2 ice, normalized to the original values.
A comparison between Figs 8(a) and (b) shows that the emitted
dust chunks are completely desiccated, whereas the chunks ejected
due to CO2 activity still contain water ice (compare Figs 8c and
d). The emitted mass rates for H2O and CO2 vapour as well as
for dust are calculated by assuming that the simulations represent
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3698 B. Gundlach, M. Fulle and J. Blum

Figure 8. Example of a run with repeated dust activity. The four time snapshots are taken (a) immediately before a H2O-driven dust ejection, (b) immediately
after a H2O-driven dust ejection, (c) immediately before a CO2-driven dust ejection, and (d) immediately after a CO2-driven dust ejection, respectively.
Numbers indicated in the top right of each of the four panels refer to the elapsed time since start of the simulation. More details can be found in the text. The
used input parameters are: σT = 0.5 Pa, R = 5 mm, fDust/fIce = 3, and fCO2 /fH2O = 0.3. The first ten ejection events (visualized by the vertical dashed and
dotted line) of this simulation run are also available as a movie: Fig 8 movie.wmv.

1 m2 of area and that the whole layer is emitted simultaneously.
For the mass of the individual ejected dust chunks, we assume
that the ejected dust layer breaks up into identical chunks with
cubic shape whose side lengths equal the thickness of the ejected
layer.

5.1 Criteria for matching the Rosetta observations

Whenever dust activity was observed, we applied three primary
criteria to assess whether the results match the Rosetta observations:

(i) Criterion 1: The first criterion demands that the simulated
outgassing and dust ejection rates are individually not lower than
and do not deviate relative to each other more than a factor of two

from the Rosetta values, i.e.

γ̇H2O,Sim ≥ γ̇H2O,Rosetta and

γ̇CO2,Sim ≥ γ̇CO2,Rosetta and

δ̇Dust,Sim ≥ δ̇Dust,Rosetta and

0.5 <
(

γ̇CO2 ,Sim

γ̇CO2 ,Rosetta

)
/
(

γ̇H2O,Sim

γ̇H2O,Rosetta

)
< 2 and

0.5 <
(

δ̇Dust,Sim

δ̇Dust,Rosetta

)
/
(

γ̇H2O,Sim

γ̇H2O,Rosetta

)
< 2. (1)

Here, the indices ‘Sim’ and ‘Rosetta’ denote the simulation results
and the Rosetta data (see Section 3), respectively. With the nor-
malization in equation (1), we make sure that the dust-to-gas and
CO2-to-H2O outflow rates are consistent with Rosetta observations,
without deciding about the actual mass-loss rates.

(ii) Criterion 2: The second criterion is used to search for all
runs that result in mass-flux ratios between the large (i.e. CO2-
driven) and small (i.e. H2O-driven) chunks compatible with Rosetta
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observations. For the latter, we compare to the data published by Ott
et al. (2017). For the definition of the slope parameter (QSlope Ratio),
see Appendix B5. Hence, the second criterion reads

QSlope Ratio ≥ 2/3. (2)

This criterion ensures that only simulation runs that are consistent
with the size distribution observed by Rosetta (Ott et al. 2017)
are taken into account. It is important to mention that our model
together with this criterion can only explain the ejection of peb-
bles larger than the smallest size (∼ 6 mm) found by Ott et al.
(2017). The model cannot (or only extremely rarely) emit only
chunks, but almost always shows emission of chunks and pebbles
simultaneously. If every square metre on 67P would be identical,
a bimodal size distribution of pebbles and chunks would result,
which contradicts the findings by Rosetta. However, there might
be variations of some, or all, parameters that we assumed in our
simulations across the illuminated surface of 67P (illumination
conditions, local shadowing, pebble sizes, tensile strength, dust-
to-ice ratio, CO2–ice content). Thus, at this stage, we assume that
what Rosetta measures is a mixture of all those conditions. If we
make sure (by adopting criterion 2) that any single simulation
that we consider as a possible solution has the same slope as
measured by Rosetta, then any combination of results also fulfills
the slope criterion. Figs 10 and 11 show that there are potentially
several simulations with comparable slope ratios but very different
chunk sizes. So, in principle it is possible to retrieve the full-
size distribution measured by Rosetta, but this needs much more
elaborate simulations, which should be the aim of a future study.
An explanation for the ejection of smaller particles will be provided
in another upcoming paper (Fulle et al. 2020).

(iii) Criterion 3: Finally, the size of the largest emitted chunks
should be in the range found for comet 67P, i.e.

xCO2 = 5.7 − 26.6 cm (3)

(see Section 3.3).

5.2 Categorization of the results

We categorized the results of the individual runs according to the
following scheme:

(i) No (dust) activity (NA): the local gas pressure never reached
or exceeded the local tensile strength so that the main criterion for
dust activity was never met. It should be noted that these runs did
show gas activity, though.

(ii) Activity level 0 (A0): although recurrent dust activity was
observed, neither of the above three criteria were matched.

(iii) Activity level 1 (A1): exactly one of the above criteria was
matched.

(iv) Activity level 2 (A2): two out of the three criteria were
matched.

(v) Activity level 3 (A3): All three criteria were simultaneously
matched.

5.3 Most important findings

In the following, we will describe the most important findings:

(i) For all activity levels, the ratio between the rates of ejected
dust and emitted CO2 vapour is approximately equal to the original
dust-to-CO2-ice ratio (see Fig. 9). This is not the case for the dust-
to-H2O-vapour ratio and the dust-to-ice ratio, because dust can
be emitted through either H2O or CO2 sublimation, where in the

Figure 9. Dust-to-CO2-vapour emission as a function of the original dust-
to-CO2-ice ratio inside a simulated comet nucleus with constant tensile
strength (all constant tensile strength simulations). The diagonal line
shows where input and output are identical, as expected for the emission of
CO2-ice-free dust chunks.

latter case the chunks are not desiccated. Thus, as long as there are
sufficiently many CO2-driven dust-ejection events, the dust-to-CO2-
vapour ratio is a good proxy for the dust-to-CO2-ice ratio inside the
nucleus.

(ii) A permeability parameter of b = 7 pd (pd: pebble, or particle
diameter, see Section 4.4) always resulted in NA, due to the too low
pressure build-up (see Fig. 6).

(iii) None of the cases for the homogeneous comet nucleus (i.e.
the cases without pebbles), in which we used a constant heat
conductivity of λ = 10−2 W m−1 K−1 or λ = 10−3 W m−1 K−1, re-
sulted in activity level A0, A1, A2, or A3. The explanation for this
circumstance is given in Section 6.1.3.

(iv) For the pebble case, i.e. for a temperature-dependent heat
conductivity, activity level A3 was reached for a few param-
eter combinations. Table 3 shows a complete list of the A3
cases.

5.4 Correlations between the output parameters

Figs 10 and 11 summarize the correlations between the outputs of
all simulations with pebbles in the categories A0–A3 for the cases
of size-dependent tensile strength (Fig. 10) and constant tensile
strength (Fig. 11), respectively. In the case of size-dependent tensile
strength, criterion 1 (see equation 1) was fulfilled for most of the runs
as can be seen in the inset of Fig. 10. Thus, most of the simulations
yielded the correct relations between the outgassing rates of H2O
and CO2 and the dust ejection rate, although the individual values
are typically a factor of ∼2 above the measured rates. We will
discuss this point further in Section 6.1. Criterion 2, the slope of the
mass distribution function, is also fulfilled in many of the simulated
cases, although the majority of slope ratios are significantly lower
than unity and cluster around 0.8. However, the biggest restriction
comes from criterion 3, i.e. the size of the chunks. As can be seen
in Fig. 10, most of the simulations eject too small chunks (around
1 cm in size) so that only a few cases were observed to eject chunks
with sizes around 10 cm. Future tests with σ0 > 1 Pa will check if
much larger chunks may be ejected in the depth-dependent tensile
strength case.
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Table 3. Summary of all A3 cases. The bold numbers represent the mean values of the input and output parameters.

Variable tensile strength

Input parameters Output parameters

Scale length Radius D:I CO2 Cont. γ̇H2O / γ̇H2O,R γ̇CO2 / γ̇CO2 ,R δ̇Dust / δ̇Dust,R QSlope Ratio Size (xCO2 ) Ice Cont. σ̄ (xCO2 )†

1 cm 5 mm 2 0.16 2.22 4.36 2.89 0.74 11.3 cm 0.87 0.3 Pa
2 cm 5 mm 2 0.15 1.96 2.77 1.89 0.85 6.4 cm 0.83 0.5 Pa
2 cm 5 mm 2 0.16 2.05 3.60 2.39 0.84 15.2 cm 0.85 0.3 Pa
3 cm 5 mm 10 0.21 1.35 0.91 1.77 1.60 14.4 cm 0.48 0.4 Pa
4 cm 5 mm 3 0.23 2.22 4.16 2.50 0.90 8.4 cm 0.79 0.6 Pa
4 cm 5 mm 7 0.21 1.75 1.44 2.00 1.35 7.9 cm 0.58 0.6 Pa
4 cm 5 mm 7 0.22 1.79 1.61 2.10 1.28 8.4 cm 0.60 0.6 Pa
4 cm 5 mm 7 0.23 1.85 1.77 2.24 1.21 9.0 cm 0.61 0.6 Pa
5 cm 5 mm 6 0.24 1.77 2.00 2.07 ∞ 15.9 cm 0.61 0.5 Pa

(3.2 ± 1.3) cm – 5.1 ± 2.9 0.20 ± 0.03 1.89 ± 0.27 2.51 ± 1.26 2.21 ± 0.34 1.12 ± 0.29∗ (10.8 ± 3.6) cm 0.69 ± 0.14 (0.49 ± 0.13) Pa

Fixed tensile strength

Input parameters Output parameters

Tensile Str. Radius D:I CO2 Cont. γ̇H2O / γ̇H2O,R γ̇CO2 / γ̇CO2 ,R δ̇Dust / δ̇Dust,R QSlope Ratio Size (xCO2 ) Ice Cont.

0.4 Pa 12.5 mm 4 0.15 2.41 3.58 4.64 1.22 7.2 cm 0.59 –
0.5 Pa 12.5 mm 2 0.15 2.34 4.57 3.29 1.09 14.1 cm 0.56 –
0.4 Pa 10 mm 2 0.15 2.30 4.31 3.24 0.70 10.1 cm 0.47 –
0.7 Pa 12.5 mm 4 0.30 3.51 6.39 3.79 0.70 20.0 cm 0.58 –

(0.5 ± 0.1) Pa – 3.0 ± 1.2 0.19 ± 0.08 2.64 ± 0.58 4.71 ± 1.19 3.74 ± 0.65 0.93 ± 0.27∗ (13.0 ± 4.9) cm 0.55 ± 0.06 –

Notes. Radius: radius of the dust aggregates; D:I: dust-to-ice ratio; R: Rosetta; Size: mean size of the large chunks; ∞: only CO2-driven ejection events.
†: σ̄ (xCO2 ) is the mean tensile strength at location of breakup.
∗: the infinite value is ignored.

In the case of constant tensile strength, criterion 1 (emis-
sion/ejection rates) is only fulfilled for a small subset of runs (see
inset of Fig. 11), with many cases lying outside the factor-of-two
window that criterion 1 allows. Criterion 2 (slope ratio) is also
fulfilled in part of the simulations, but many runs cluster around
slope ratios of 0.5. In contrast to the size-dependent tensile strength,
a constant tensile-strength value produces on average bigger chunks
so that criterion 3 is fulfilled in more cases.

Comparing the A3 cases of the two tensile-strength laws (see
Table 3), we can state that the formal averages of the output
parameters do not significantly differ for the slope ratio, the size
of the chunks, and the ice content of these chunks, respectively.
However, regarding the mass outflows, the size-dependent tensile
strength yields much more consistent data, with individual ratios
around 2 and larger variations only for the CO2 outflow rate (see
also the inset of Fig. 10). For constant tensile strength, however, the
H2O outgassing rate seems to be somewhat smaller than for CO2

and dust.

5.5 Correlations between the output and the input parameters

We can gain further insights into the physics of gas and dust
emission, if we consider the correlations between the output and
the input parameters. Fig. 12 shows, for the case of size-dependent
tensile strength, the influence of the dust-to-ice ratio, the CO2

content and the scale length of the tensile strength on the emission
rates of H2O, CO2, and dust, the chunk size, the water-ice content
of the emitted chunks, and the ratio of CO2-to-H2O-driven dust-
emission events. The dust-to-ice ratio is clearly positively correlated
with the water-emission rate, negatively correlated with the CO2

emission rate, and mostly uncorrelated to the dust emission rate.
The case is more complex for the correlation between the chunk
size and the dust-to-ice ratio. Here, low and high dust-to-ice ratios
yield larger chunks of up to ∼10 cm in size, whereas intermediate

dust-to-ice ratios around 5 result in chunk sizes hardly exceeding
1 cm. The water-ice content of the chunks is uncorrelated with
the dust-to-ice ratio, and we found a negative correlation of the
dust-to-ice ratio with the ratio of CO2-to-H2O-driven dust-emission
events. In contrast, the CO2 content seems not to have any significant
influence on any of these output values, with the exception of the
CO2 outgassing rate and possibly also the dust emission rate. Finally,
increasing the scale length of the tensile strength results in lower
gas and dust emission rates and seems not to have any significant
influence on the size and water-ice content of the chunks. The ratio
of CO2-to-H2O-driven dust-emission events varies more for scale
lengths between 1 and 3 cm than for 4 cm. In the case of 5 cm scale
length, only a single case resulted in dust activity.

The input–output correlation in the case of constant tensile
strength is shown in Fig. 13. There is a clearly visible distinction
between dust-to-ice ratios of up to 5 and higher values. For the
smaller dust-to-ice ratios, the dust-to-ice ratio has a positive corre-
lation with all three gas and dust emission rates, no correlation to
the H2O- or CO2-driven chunk size, a negative correlation to the ice
content of the CO2-driven chunks, and a negative correlation with
the ratio of CO2-to-H2O-driven dust-emission events, respectively.
For dust-to-ice ratios above 5, we only find a negative correlation
between the dust-to-ice ratio and the CO2 outgassing rate. All
other output parameters seem not to be directly influenced by the
dust-to-ice ratio. The size of the pebbles, a free parameter in the
runs with constant tensile strength, is positively correlated with
the size of the emitted chunks and uncorrelated to all other output
parameters. Thus, the A3 solutions for constant tensile strength can
only be found for relatively large pebbles (see Table 3), due to
the deeper penetration of the radiation, which scales with pebble
size. The CO2 content only influences the CO2-outgassing rate
and the ratio of CO2-to-H2O-driven dust-emission events, but is
basically uncorrelated to all other outputs. Finally, the value of
the (constant) tensile strength shows a positive correlation with the
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Figure 10. Summary of all resulting output parameters for the cases with size-dependent tensile strength (see Fig. 5 for details). The dashed lines denote the
measured values by various Rosetta instruments, i.e. MIRO, ROSINA, VIRTIS, and OSIRIS (see Section 3). The best runs are identified by the three criteria
discussed in the text and defined by equations (1)–(3) (A3), and are marked by the red crosses (see Table 3). One run possesses an infinite slope parameter
(see Table 3), because only CO2-driven events were detected. The size of the ejected chunks refers to the CO2-driven ejection events, xCO2 . The colours of the
symbols denote the activity levels A3 (red), A2 (black), A1 (dark grey), and A0 (light grey), respectively.

H2O emission rate and a positive-then-negative correlation with
the other two gas and dust emission rates, with peak emissions
in the 0.4–0.5 Pa range. The size of the CO2-driven dust chunks
has a positive correlation with tensile strength, whereas the size
of the CO2-driven dust seems to be uncorrelated with tensile
strength. The ice content of the chunks is negatively correlated
with the tensile strength, and the ratio of CO2-to-H2O-driven dust-
emission events seem to be mostly uncorrelated to the tensile
strength.

5.6 Histograms of the input parameters

To gain further insight into which of the input parameters determines
the dust activity most, we plotted in Fig. 14 histograms of the activity
levels as a function of dust-to-ice ratio (left), CO2-ice content
(centre), and scale length of the tensile strength (right), respectively,
for the case of depth-dependent tensile strength. The white, light
grey, dark grey, black, and red boxes denote, respectively, the
number of NA, A0, A1, A2, and A3 events. For clarity, the y
axis was plotted in logarithmic units. As already mentioned above,
most of the active runs shown in Fig. 10 cluster very closely, but

fail to achieve the A3 activity level because of too small chunk
sizes. However, these cases mostly belong to the A2 activity level
(black boxes in Fig. 14) and can be used to show systematic trends.
There is a clear maximum of likelihood for dust-to-ice ratios 4–
6, a systematic increase of the occurrence of the A2 cases with
increasing CO2-ice content, and again a clear maximum for scale
lengths of 2–4 cm. We produced similar histograms for the cases
with constant tensile strength (see Fig. 15). Here, the distinction
between the A3 and A2 activity levels stems mostly from a too
high CO2 outgassing rates in many cases (see Fig. 11). Also here,
the A2 cases in Fig. 11 cluster closely together. The likelihood to
achieve the A2 activity level is highest for dust-to-ice ratios 1–4, for
CO2-ice contents above 0.1, for tensile strengths between 0.3 and
0.7 Pa, and for pebble radii � 5 mm (see Fig. 15).

6 D ISCUSSION

This section aims at discussing the results of our work on matching
the thermophysical model outcomes to the Rosetta observations at
comet 67P.
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Figure 11. Summary of all resulting output parameters for the cases with constant tensile strength (see Fig. 5 for details). The dashed lines denote the measured
values by various Rosetta instruments, i.e. MIRO, ROSINA, VIRTIS, and OSIRIS (see Section 3). The best runs are identified by the three criteria discussed
in the text and defined by equations (1)–(3) (A3), and are marked by the red crosses (see Table 3). The size of the ejected chunks refers to the CO2-driven
ejection events, xCO2 . The colours of the symbols denote the activity levels A3 (red), A2 (black), A1 (dark grey), and A0 (light grey), respectively.

6.1 Discussion of the simulation results

From the results shown in Figs 10–13, it becomes evident that the
choice of our input parameters (see Table 2) encompasses values
with which

(i) continuous dust and gas activity,
(ii) H2O-gas emission rates exceeding the values measured by

Rosetta,
(iii) CO2-gas emission rates exceeding the values measured by

Rosetta,
(iv) dust emission rates exceeding the values measured by

Rosetta,
(v) H2O/CO2 ratios in gross agreement with Rosetta,
(vi) dust-to-gas ratios in gross agreement with Rosetta,
(vii) dust-chunk sizes in agreement with Rosetta, and
(viii) a slope of the size-frequency distribution function of the

ejected dust in gross agreement with Rosetta (i.e. most of the dust
mass is emitted in large chunks)

can be achieved. As far as we know, no other model has reached
this result before.

6.1.1 Dust activity with depth-dependent tensile strength

As shown in Fig. 10, practically all simulated emission rates
(H2O, CO2, dust) for the depth-dependent tensile strength exceed
the values measured by the various Rosetta instruments. This is
not a problem, because our extrapolation of a 1 m2 of simulated
area located exactly at the south pole point of comet 67P to a
total of 107 m2 of the illuminated Southern hemisphere naturally
overestimates the total emission rates, because regions further
away from the south pole possess different (and time-dependent)
insolation patterns, which most likely lead on average to reduced
activities for regions further away from the south pole. Moreover,
not all of the Southern hemisphere has to be active at all. However,
we circumvented this complication by choosing as one of the three
activity criteria the mutual ratios between H2O, CO2, and dust
activity (see Figs 10 and 11).

There is a clear positive correlation between the H2O outgassing
rate and the dust-to-ice ratio in the case of depth-dependent tensile
strength (see Fig. 12). This counterintuitive behaviour (less ice
produces more vapour) can be explained by a view on the other
panels in the left-hand column of Fig. 12: with increasing dust-
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Figure 12. Summary of all input–output parameter correlations for a pebble surface, depth-dependent tensile strength, and low gas permeability (see Fig. 5
for details). The dashed lines visualize the Rosetta measurements (see Section 3). In addition, also the ratio of ejection events driven by CO2 and H2O
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Figure 13. Summary of all input–output parameter correlations for a pebble surface, constant tensile strength, and low gas permeability (see Fig. 5 for
details). The dashed lines visualize the Rosetta measurements (see Section 3). In addition, also the ratio of ejection events driven by CO2 and H2O activity,
NCO2, Sim/NH2O, Sim, is shown. The colours of the symbols denote the activity levels A3 (red), A2 (black), A1 (dark grey), and A0 (light grey), respectively.

to-ice ratio, the ratio between CO2-driven and H2O-driven chunk
ejection decreases. As the total dust ejection rate is more or less
independent of the dust-to-ice ratio, this means that the contribution
through H2O-driven chunk ejection increases with increasing dust-
to-ice ratio and, thus, determines more and more the H2O–vapour
emission rate, as observed in the simulations. It should be noted
that dust chunks emitted through H2O activity are completely
devoid of H2O ice. Likewise, CO2-driven dust activity produces

chunks completely devoid of CO2 ice, but only partially depleted
in H2O ice (see Fig. 12). However, the CO2 emission rate decreases
with increasing dust-to-ice ratio and, thus, with decreasing CO2–ice
content, because the importance of the CO2-driven dust emission
decreases, as the bottom left-hand panel of Fig. 12 shows. Thus,
inferring dust-to-ice ratios from measured gas and dust emission
rates is not as straightforward as one might assume, but requires
excessive thermophysical modelling.
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The biggest difference between the Rosetta observations and
the results of the thermophysical model in the case of depth-
dependent tensile strength is the size of the CO2-driven dust chunks.
Fig. 12 shows that sufficiently large chunks to match the Rosetta
observations are achieved for dust-to-ice ratios scattered between 2
and 10, whereas the CO2 content and the scale length of the tensile
strength do not play a major role for the chunk size.

6.1.2 Dust activity with constant tensile strength

Also in the case of constant tensile strength, most of the simulated
emission rates (H2O, CO2, dust) are higher than the measured ones
(Fig. 11, see also Section 6.1.1). But why is the CO2-emission
rate excessively high? The answer is that the importance of CO2-
driven dust activity is much higher for constant tensile strengths
than for the depth-dependent tensile strength (compare Fig. 13
to Fig. 12), due to the assumed σ 0 value in the depth-dependent
tensile strength case (increasing σ 0 could lead to ejection of larger
chunks). There are also cases in which the dust activity is exclusively
driven by CO2 (in this case, we replaced NCO2,Sim/NH2O,Sim = ∞ by
NCO2,Sim/NH2O,Sim = 50 in Fig. 13). As dust emission always occurs

at the interface between ice-free and ice-containing layers, these
chunks are completely devoid of CO2, but still contain considerable
amounts of H2O ice (see Fig. 13). Thus, the emission of CO2 vapour
is enhanced relative to H2O vapour.

Besides a CO2 emission rate that is on average a factor ∼3 too
high (see inset in Fig. 11; cases A2), the other criteria match well
the Rosetta results. Most of the ejected chunks have sizes around
10 cm and the slope of the size-distribution function is only slightly
below the inferred Rosetta value (see Fig. 11). Fig. 15 shows that
dust-to-ice ratios from 2 to 4, CO2-ice contents from 0.1 to 0.4,
tensile strength values of 0.4–0.7 Pa and pebble radii R > 4 mm
are the favourable input parameters. Following the tensile-strength
model for pebbles by Skorov & Blum (2012)

σT ≈ 0.5 Pa

(
R

1 mm

)−2/3

, (4)

we get for the above tensile strengths pebble radii in the range R =
0.6–2.2 mm if the dominating pebble material would be SiO2. Thus,
it seems that the pebbles in comet 67P consist of a material that is
somewhat more cohesive than SiO2. All in all the retrieved pebble
sizes and tensile strength are not inconsistent.

MNRAS 493, 3690–3715 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/493/3/3690/5736050 by guest on 18 April 2024



3706 B. Gundlach, M. Fulle and J. Blum

  9
156
10
0

 35
120
24
3

 41

 5
15

4
0

 18

  3
55

1

 10

  0
16

0

  4

  0
15

0

  8

  0
12

0

  5

  0
16

0

  4

  0
6

0

  0

  0
0

0
950

600

300

100
100 150

50 50 50 50 50 50

  0

  0
0

0

  0

  0
0

0

  0

  0
0

0

Figure 16. Histogram of the number of occurrences of activity levels
NA (white), A1 (light grey), A2 (dark grey), A2 (black), and A3 (red),
respectively, as a function of the dust-to-CO2-ice ratio. Mind that for better
visibility, the ordinate is shown in logarithmic units. The numbers above the
plot show, with identical colours, the number of events with activity levels
A0, A1, A2, and A3, respectively. The total number of runs per bin is shown
at the upper end of the white bar.

6.1.3 No-pebble case

For the no-pebble case, we assumed that the thermal conductivity
is constant (λ = 102 W m−1 K−1 or λ = 103 W m−1 K−1). Further-
more, the porosity is given by the smallest particle structure, i.e.
r = 1μm. This implies that the volume filling factor is 0.4 and that
α in equation (A25) must be computed by using the particle radius,
r = 1μm, instead of the pebble radius, R (this parameter is not
relevant in the no-pebble case).

This has the implication that the outgassing rate is much higher
and, hence, the sublimation front can be found at greater depths.
However, at greater depths, the temperature is lower and pressures
of 0.1 to 1.0 Pa cannot be reached. Hence, no continuous dust eject
was observed for the no-pebble case.

6.1.4 Role of dust-to-ice ratio and CO2 content

Besides the positive correlation between the dust-to-ice ratio and
the water–vapour outgassing rate discussed above, the water–ice
content plays another role. In case of a high dust-to-ice ratio, energy
losses due to conversion into latent heat are smaller and, thus,
cooling is less efficient. Hence, the temperature in the layers is
generally higher for higher dust–ice ratios and more molecules can
sublimate per second, which leads to faster ejection time-scales. In
contrast, an increase of the dust-to-ice ratio has also the consequence
of a lower CO2 outgassing rate, because the faster sublimation rate
depletes the CO2 ice in the first layers very fast. Later, but before
the ejection event occurs, the CO2 ice is buried beneath a covering
dust layer, which leads to a reduction of the outgassing rate.

The direct role of the CO2–ice content on the activity can be
seen in Fig. 16 where the occurrences of the different activity levels
are plotted in histogram form as a function of the dust-to-CO2-ice
ratio. Similar to the case with water ice (see Fig. 15), the overall
activity likeliness (i.e. the fraction of runs with dust activity of any

level to the total number of runs) is independent of the dust-to-
CO2-ice ratio. However, the likelihood of the higher activity level
A2 clearly peaks for dust-to-CO2-ice ratios of 20–30. Although this
might look like a bias of our activity-level definition (see Section 5),
which favours dust-to-CO2-ice ratios around the value 29 measured
for comet 67P, but a comparison to the inset of Fig. 11 shows that
a large number of A2 events fall outside the factor of two window
allowed by the definition. Thus, we think that dust-to-CO2-ice ratio
around 20–30 favour the emission of large chunks in such quantities
that they dominate the size–frequency spectrum.

6.1.5 Role of diffusion length

As described in Section 4, we tried two permeability coefficients,
b = 1 pd and b = 7 pd, respectively. As can be seen in Fig. 5, none
of the b = 7 pd runs led to any dust activity. The reason for this
behaviour is that the larger diffusion lengths in the b = 7 pd case
lead to a better escape of the gas from deeper layers and, thus, to a
much lower pressure at these depths (see Fig. 6). In none of the b =
7 pd cases, the pressure exceeded the lower limit of σ T = 0.1 Pa set
for our simulations.

6.1.6 Role of back diffusion

The back diffusion has only a minor influence on the simulation
results. We tested the role of back diffusion by performing exactly
the same runs as shown in Table 3 (red cases; A3), but with back
diffusion disabled. Disabling the back diffusion has the consequence
that no energy is transported into deeper layers by the gas molecules.
Consequently, latent cooling of the active layers is less effective and
higher pressures can be reached.

The obtained results without back diffusion are shown by the
italic numbers in Table C1. It can be seen, by comparing the
black numbers (runs with back diffusion) with the italic numbers
(runs without back diffusion) that the calculated outgassing rates,
dust ejection ratios, slope ratios, and ice contents deviate by less
than 15 per cent to the original runs. Furthermore, disabling back
diffusion generally decreases the size of the large chunks, because
higher pressures can be reached in shallower depths since the latent
heat cooling rate is decreased (see above).

6.1.7 Water–ice content of the ejected chunks

Fig. 12 shows that the water–ice content of the chunks emitted
due to CO2 outgassing is typically ξH2O, Sim ≈ 0.8 − 1 in the case
of depth-dependent tensile strength, more or less independent of
the input parameters. For constant tensile strength, we find a much
wider range of water–ice contents of ξH2O, Sim ≈ 0.1 − 0.9, with
the widest range for dust-to-ice ratios of 3–5 and somewhat higher
values for smaller and larger dust-to-ice ratios (see Fig. 13). As
already mentioned above, these strong variations in ice content of
the emitted chunks mean that the measured H2O/CO2 outgassing
ratio is by no means indicative of the H2O/CO2–ice content inside
the comet nucleus.

6.2 Important notes

Analysis of our thermophysical model yields a variety of aspects
that shall be addressed in the following.

(i) A thermal conductivity that is driven by radiative transport (i.e.
λ ∝ T3, which dominates the heat conductivity in the pebble model),
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leads to the development of convex-shaped temperature profiles
above the water–ice sublimation front, in contrast to a temperature-
independent heat conductivity, which leads to a concave shape (see
Fig. 7b). As a result, the temperature profile is rather flat at the
surface in the pebble case as compared to the homogeneous cases.

(ii) Latent heat cooling is a major energy sink that significantly
cools the active layers (see kinks in the temperature profile shown
in Fig. 7b). This has several consequences: (1) the sublimation front
needs longer to reach deeper layers and the time-scale for example
for the dust ejection increases, (2) the sublimated molecules can
transport the energy into deeper layers where the deposition leads
to a temperature increase, which directly affects the energy transport
in these layers (Fourier’s law), (3) a loss of the cooling process leads
to a significant increase of the layer’s temperature.

(iii) Because of the complex dependence of the outgassing and
dust ejection rates on the dust-to-H2O–ice ratio, as explained above,
one further conclusions is that the dust-to-H2O–vapour ratio in the
lost mass of comets is not a reasonable measure for the dust-to-H2O–
ice content of the near-surface layers. The deduction of the dust-
to-H2O–ice ratio requires the usage of a thermophysical model that
takes the microphysical properties of the cometary surface layers
into account.

(iv) Smaller tensile strengths (used as input parameter) lead to
higher dust ejection rates and smaller sizes of the ejected chunks (see
Fig. 13). As Fig. 8 shows, this is because lower gas pressures can
be reached both by H2O and CO2 outgassing at relatively shallow
depths.

(v) With each ejection event, fresh material is directly illuminated
by the Sun (see e.g. Rinaldi et al. 2018; Tubiana et al. 2019). The
outgassing rates are high immediately after an ejection event and
thereafter decrease with time, because of the increase of the covering
dust layer thickness, until another ejection event occurs. Hence, the
ejection rate, the size of the chunks, and the ratio of the H2O-driven
to the CO2-driven ejection events strongly affect the outgassing
rates.

(vi) To simultaneously fulfil all three success criteria defined in
Section 5 in a single simulation is very difficult. Only 9 out of 500
runs for the size-dependent tensile strength and only 4 out of 2500
runs for the constant tensile strength matched all three criteria (see
Table 3; but mind that the initial dust-to-CO2–ice ratios were out of
the Rosetta range in many simulations). A comparison of the runs
of the two different tensile-strength laws (length dependent versus
constant) shows that the ratios of the gas- and dust-emission rates
are better matched with a depth-dependent tensile strength, whereas
the chunk sizes of the constant tensile strength model are closer to
the Rosetta observations. The slope of the size distribution function
seems not to be a major problem, because in most simulations,
much more mass is emitted through CO2 activity than through H2O
activity.

6.3 The role of fallback on the Northern hemisphere

During perihelion, the Southern hemisphere of comet 67P received
maximum illumination, whereas the Northern hemisphere remained
in darkness. Because of the CO2–ice richness of the south, CO2-
driven activity was able to eject large dust chunks, which contained
considerable amounts of their original H2O–ice content, as shown
here in this paper. That CO2-driven activity can eject large water–
ice chunks was already observed during the flyby of the EPOXI
mission at comet Hartley 2 (A’Hearn et al. 2011).

Besides CO2-driven dust activity, the Southern hemisphere also
emitted ice-free dust due to H2O outgassing, but these latter particles

were essentially individual pebbles, as Figs 12 and 13 show. While
the emission of large chunks cannot set a large number of fractal
particles free, the ejection of individual pebbles provides the basis
for the release of all interstitial fractal aggregates (Fulle & Blum
2017). Hence, the ratio of small-to-large chunks determines the
emission of fractal dust aggregates, which could be collected by
GIADA and MIDAS.

Large chunks that, after lift-off from the southern regions of
comet 67P, are on trajectories directed towards the Northern hemi-
sphere may ultimately fall back on to the nucleus, due to the absence
of lifting force in these regions. Hence, the Northern hemisphere
accumulates solid material around perihelion that originates from
the southern regions. An indication for the mass accumulation is
provided by measuring the shadows of boulders in the Hapi region
(see the upcoming paper by P. Cambianica). As mentioned above,
the large chunks contain considerable amounts of their initial H2O
ice, but no CO2 ice, because the chunks were ejected due to CO2

sublimation. Thus, the Northern hemisphere accumulates surface
material composed of non-volatile dust and H2O ice. When the
Sun returns to the northern regions of the comet, dust activity can
resume, but the ejected particles will most likely not contain large
chunks. Moreover, gas activity in the Northern hemisphere should
be dominated by H2O.

6.4 The role of fallback on the Southern hemisphere

It is natural to expect also some fallback of dust on the Southern
hemisphere, although the steady gas flow streaming out of the
southern regions around perihelion should make this more difficult.
However, as our data show that the largest chunks, which might
be the easiest to re-deposit in the south of comet 67P, contain
a non-negligible amount of H2O ice, this material might still be
active, leading to the ultimate re-emission of all pebbles and the
total amount of H2O vapour contained in the chunks into space.
However, the re-accumulation of ejected dust might be rare, due to
the strong lifting force on the Southern hemisphere. On top of that,
the steep positive slope of the size–frequency distribution between
pebble and kg-chunk sizes (see Section 5) shows that re-deposition
of dust on the Southern hemisphere cannot be very significant,
because it would enhance the mass in the pebble bin relative to the
kg-chunk bin, which is not observed.

6.5 The largest comet able to eject 1 kg heavy chunks

To assess whether dust ejection is possible, we made the assumption
that the gravitational pull of the comet nucleus is negligible with
respect to the gas pressure. While this assumption is valid for
comet 67P for the dust sizes observed, the gravitational pressure
of the chunks increases for larger comets. In order to derive the
largest chunk size xMax that can be detached off a cometary surface
(with the same properties and under the same conditions as the
Southern hemisphere of comet 67P at perihelion), we can formulate
the condition that the lithostatic pressure of the chunks equals the
tensile strength of the surface (when the lithostatic pressure is
higher than the tensile strength, dust activity is not possible
anymore),

ρChunk g xMax = σT. (5)

Here, ρChunk and g are the bulk mass density of the chunk and the
gravitational surface acceleration of the comet, respectively. With
the definition of the gravitational acceleration, this equation can be
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67P

1.8 m

40 km 

12.3 cm
(1 kg)

No Chunk Ejection Possible

Figure 17. Maximum chunk size that can be detached off a cometary
surface as a function of the radius of the nucleus (see equation 6). For these
calculations, we assumed ρComet = ρChunk = 532 kg m−3 and σT = 0.4 Pa.
The maximum nucleus radius that is able to eject 1 kg heavy chunks is
RComet = 40 km. Comet 67P is able to eject chunks with sizes up to ∼ 2 m.

reformulated into

xMax = 3

4 π

σT

ρChunk ρComet γ

1

RComet
≈ 3

4 π

σT

ρ2
Chunk γ

1

RComet
, (6)

where γ is the gravitational constant, RComet is the radius of the
nucleus, and ρComet ≈ ρChunk is its mass density. Fig. 17 shows the
resulting maximum chunk sizes that can be detached from different
sized cometary nuclei for a tensile strength of 0.4 Pa (solid line). For
example, the maximum nucleus radius capable to eject 1 kg heavy
chunks is RComet = 40 km. Comet 67P is able to eject chunks up to
sizes of 1.8 m. Large chunks have been observed close to the nucleus
of 67P. For example, Agarwal et al. (2016) tracked chunks up to
1.6 m in size5 (diameter). Furthermore, the largest chunk found by
Fulle et al. (2016) measures 0.8 m.

It is important to note that this approach only describes the
condition for lift-off. Any gas–dust interaction and the dynamics
of the chunks in the inner coma are not discussed by this approach.
Also, whether the required gas pressure can be built up at the
respective depths is also not discussed by this simple approach.

6.6 Do fractal aggregates between the pebbles change this
picture?

Fulle & Blum (2017) showed that the measurements of extremely
fluffy dust particles by the GIADA and MIDAS instruments onboard
Rosetta can be explained by the capture of these agglomerates
between the pebbles during the formation stage of the planetesimal
from which the comet nucleus originated. Gentle collisions after
the formation stage by which the comet nucleus gained its current
size and shape should also not affect the fluffy dust (Schwartz
et al. 2018). The question is now whether these fluffy particles, so
far neglected in our simulations, would cause problems with the
picture shown in this paper.

Following measurements of the MIDAS instrument onboard
Rosetta, dust aggregates consist of monomer grains with typical

5The values are taken from the Agarwal et al. (2016) paper (Fig. 8), converted
into size (diameter), and corrected by a factor 4.4 (see footnote number 3 in
Güttler et al. (2019)).

sizes of sg ≈ 100 nm (Mannel et al. 2019). Following Fulle & Blum
(2017), the dust particles between the pebbles have radii of up to
sf ≈ 4 mm. Assuming a fractal dimension of Df = 1.4 (Krause &
Blum 2004), we get the number of monomer grains inside a fractal
particle N = (sf/sg)Df = 2.8 × 106. The geometric depth of this
fractal particle is given by the total cross-section of all monomers
divided by the area occupied by the fractal particle, τg = Ns2

g/s
2
f =

(sg/sf )2−Df = 1.7 × 10−3. Thus, molecules diffusing through the
matrix of pebbles will not be interacting with interstitial fractal
particles. Moreover, the radiative heat transport from pebble to
pebble will also not be affected by these particles, because the
thermal wavelengths at the typical temperatures of 100–300 K are
10–30μm, which is a factor 100–300 larger than the monomer
grains so that electromagnetic interaction is extremely inefficient.

7 SU M M A RY

Our thermophysical model (see Appendix A) is the first simulation
capable of explaining the continuous dust ejection from the surface
of a cometary nucleus. Based on this model, we can infer the fol-
lowing conclusions about the properties of the Southern hemisphere
of comet 67P:

(i) Comet 67P consists of pebbles (dust aggregates), which
indicates that the comet (or its precursor planetesimal) formed by
the gentle gravitational collapse of a pebble cloud. The pebble size
has been estimated in earlier work to be 3–6 mm in radius (Blum
et al. 2017). In this work, we cannot well constrain the pebble
size, but our results indicate that the required radii are at least in
the above range, although the length-independent tensile strength
requires systematically larger pebbles. All no-pebble cases have
shown no dust ejection, because the sublimation front was located
at greater depths and, hence, pressures above 0.1 Pa were never
reached.

(ii) The sublimation of CO2 ice drives the ejection of H2O-ice-
containing large (dm-sized) dust chunks, whereas the sublimation of
H2O ice causes the emission of dry and smaller (cm-sized) chunks
or individual pebbles, which however have no signature in the size
distribution observed by Rosetta.

(iii) Assuming that pebbles sample the sub-cm dust observed by
Rosetta (characterized by a continuous size distribution), the size–
frequency distribution observed by Rosetta can be matched by our
simulations, although most runs end at flatter positive slopes.

(iv) Mass-loss rates of H2O, CO2, and dust in most simulation
runs exceed those observed by the Rosetta instruments, but their
ratios are compatible to those observed. The higher simulated rates
can either be explained by inactive areas or by the extrapolation
from the south pole to the entire Southern hemisphere of comet
67P, which naturally overestimates the activity. Future work needs
to address this point by adopting our thermophysical model to a
shape model of comet 67P.

(v) Depending on the tensile-strength model, the large chunks
still contain 10–90 per cent of their initial H2O ice. The chunks may
fall back on to the Northern hemisphere of comet 67P where they
lead to the outgassing of H2O vapour and the emission of ice-free
small dust chunks or single pebbles.

(vi) We find good agreement between Rosetta observations and
model predictions for both cases of tensile strengths, i.e. for a depth-
dependent and a constant tensile strength. However, most of the
simulations for the depth-dependent tensile strength predict too
small chunks, whereas most of the simulations with constant tensile
strength predict too high CO2 outgassing rates. Typical tensile-
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strength values at the emission of chunks are in the range of 0.3–
0.7 Pa, in good agreement with the Rosetta results presented by
Attree et al. (2018).

(vii) The dust-to-ice ratios required to explain the emission of
dm-sized dust chunks are ranging from 2 and 10 (red bars in Figs 14
and 15).

(viii) Furthermore, the dust-to-ice ratio controls the ratio of CO2-
driven to H2O-driven ejection events. With decreasing water–ice
content, more H2O-driven ejection events were observed, indepen-
dent of the tensile-strength law.

(ix) The outgassing rate of water vapour depends on the dust-
to-ice ratio. For higher dust-to-ice ratios, the H2O outgassing rate
increases. Thus, the dust-to-H2O-gas ratio in the lost material is
not a measure of the dust-to-H2O-ice ratio in the comet nucleus,
because H2O ice can leave the comet inside the large dust chunks.

(x) Inward diffusion of volatiles is an important process and must
not be ignored in thermophysical models, because the corresponding
transport of latent heat has a significant impact on the temperature
stratification beneath the respective ice layers.

(xi) Our simulations do not allow us to constrain the CO2–ice
content. However, the dust-to-CO2-gas ratio measured in the coma
is a good proxy for the dust-to-CO2-ice ratio inside the comet.

(xii) A low gas permeability (or gas diffusivity) is required to
allow a pressure build-up high enough to exceed the tensile strength
of the material and, therewith, to allow dust ejection (see Fulle et al.
2019).

(xiii) Due to the simplicity of our approach, we cannot at this
stage constrain the active area fraction of the Southern hemisphere
of comet 67P. 3D simulations using a shape and illumination model
are, thus, required.

(xiv) Based on our simulations we can infer that the largest comet
capable to eject dust chunks with masses in the kg-regime measures
40 km in radius. Comet 67P can in principle eject up to 2 − m sized
chunks.

(xv) It is important to note that thermophysical models with the
aim to model the temperature stratification as well as dust and gas
activity of cometary nuclei must implement the following concepts:
(i) at least two volatile species, (ii) radiative and conductive
thermal transport, (iii) latent-heat cooling and transport and (iv)
gas diffusion.

(xvi) A possibility to further increase the size of the ejected
chunks is to use larger values for σ 0 in the depth-dependent tensile
strength case. However, this investigation will be a task of a future
publication.
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Zsom A., Ormel C. W., Güttler C., Blum J., Dullemond C. P., 2010, A&A,

513, A57

MNRAS 493, 3690–3715 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/493/3/3690/5736050 by guest on 18 April 2024

http://dx.doi.org/10.1051/0004-6361/201732155
http://dx.doi.org/10.1007/s004190050252
http://dx.doi.org/10.1051/0004-6361/201525992
http://dx.doi.org/10.1016/j.icarus.2014.03.016
http://dx.doi.org/10.1051/0004-6361/201527288
http://dx.doi.org/10.1006/icar.2002.6912
http://dx.doi.org/10.1051/0004-6361/201526968
http://dx.doi.org/10.1093/mnras/stx971
http://dx.doi.org/10.3847/2041-8213/ab2898
http://dx.doi.org/10.3847/0004-637X/821/1/19
http://dx.doi.org/10.1016/j.icarus.2012.03.013
http://dx.doi.org/10.1016/j.icarus.2012.03.013
http://dx.doi.org/10.1016/j.icarus.2011.03.022
http://dx.doi.org/10.1093/mnras/sty1550
http://dx.doi.org/10.1103/PhysRevLett.83.3328
http://dx.doi.org/10.1051/0004-6361/201629910
http://dx.doi.org/10.1038/nature06086
http://dx.doi.org/10.1016/j.icarus.2016.05.002
http://dx.doi.org/10.1051/0004-6361/201525964
http://dx.doi.org/10.1051/0004-6361/201630175
http://dx.doi.org/10.1093/mnras/sty3103
http://dx.doi.org/10.1093/mnras/stw2898
http://dx.doi.org/10.1051/0004-6361/201730502
http://dx.doi.org/10.1007/s11214-007-9301-4
http://dx.doi.org/10.1093/mnras/stx1577
http://dx.doi.org/10.1093/mnras/sty2266
http://dx.doi.org/10.1038/s41550-018-0395-2
http://dx.doi.org/10.1016/j.icarus.2012.01.012
http://dx.doi.org/10.1051/0004-6361/201628365
http://dx.doi.org/10.1016/j.icarus.2011.01.018
http://dx.doi.org/10.1051/0004-6361/201834869
http://dx.doi.org/10.1016/j.icarus.2011.10.002
http://dx.doi.org/10.1088/0004-637X/696/2/2036
http://dx.doi.org/10.1051/0004-6361/201118475
http://dx.doi.org/10.1088/1538-3873/129/973/031001
http://dx.doi.org/10.1086/426895
http://dx.doi.org/10.1051/0004-6361/200912976


3710 B. Gundlach, M. Fulle and J. Blum

SUPPORTIN G INFORMATION

Supplementary data are available at MNRAS online.

Fig. 8. Example of a run with with repeated dust activity.
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A P P E N D I X A : TH E T H E R M O P H Y S I C A L
M O D E L

Here, we give a detailed description of the thermophysical model
and organize it in the following sections according to the blocks
shown in Fig. 3 of the main text. Table A1 summarizes all parameters
used in this work.

A1 1st block: thermal conduction and outgassing

The first block solves the heat transfer equation based on the thermal
conductivity, λ(T), and the efficiency function, η(x), as shown in the
following. For simplicity, we write T(x) instead of T

′′
(x) for the

temperature (see Fig. 3), but it is important to keep in mind that the
thermal conductivity calculation is based on the temperature profile
from the prior time-step.

A1.1 Heat transport, λ(T
′′
)

The transfer of thermal energy from one layer to another is driven by
three different transport processes, namely by conduction through
the solid particle contacts (network conduction), by radiation (ra-
diative transfer), and by sublimation and condensation of molecules
(latent heat transport). The latter is calculated in the last block of
the thermophysical model (see Appendix A3).

The network thermal conductivity of granular materials in vac-
uum can be written as the product of the thermal conductivity of
the bulk aggregated dust material λAgg and the Hertz factor of the
pebbles HPack (see Gundlach & Blum 2012b, for details),

λNet(T ) = HPack λAgg. (A1)

The Hertz factor for the pebble packing and the internal heat
conductivity of the aggregates are given by

HPack =
⎡
⎣ 9

(
1 − μ2

Agg

)
4 EAgg

π γAgg(T ) R2

⎤
⎦

1/3

χ (φPack), (A2)

and

λAgg(T ) = λPar(T ) HAgg, (A3)

respectively. The Hertz factor of the dust grains inside the pebbles
is

HAgg =
[

9
(

1 − μ2
Par

)
4 EPar

π γPar r
2

]1/3

χ (φAgg). (A4)

The subscript ‘Pack’ denotes all parameters related to the packing
of the pebbles with radii R, whereas the subscript ‘Agg’ indicates
all parameters related to the internal structure of the pebbles, which
consist of dust grains with radii r. The subscript ‘Par’ relates to
the material properties. The symbols in equations (A1)–(A4) are
defined as follows: μ is the Poisson ratio, E is the Young’s modulus,

γ is the surface energy, φ is the volume filling factor, and χ (φ) r =
f1 · exp(f2 φ) is an empirical parameter that takes the packing
geometry into account. The thermal conductivity of the dust material
is defined as,

λPar = fDustλPar, Dust + fH2OλPar, H2O + fCO2λPar, CO2 , (A5)

with fDust, fH2O, and fCO2 being the mass fractions of dust, H2O ice,
and CO2 ice, respectively, and the normalization fDust + fH2O +
fCO2 = 1. Here, λPar, Dust, λPar, H2O, and λPar, CO2 are the thermal
material conductivities of the dust and the ice components, which
are summarized in Table 2. As we use the dust-to-ice mass ratio and
the relative CO2 abundance throughout this paper, we here define
these relations by fDust/fIce = fDust/(fH2O + fCO2 ) and fCO2/fH2O,
respectively.

In the case of no pebbles, i.e. a homogeneous dust packing, the
above equations remain the same, but use HPack = 1.

The specific surface energy of the particles, γ Par, is simply a
material constant, whereas the specific surface energy of aggregated
material can be written as

γagg = φagg γ
5/3
Par

⎡
⎣ 9 π

(
1 − μ2

agg

)
r Epar

⎤
⎦

2/3

. (A6)

For a detailed review of these parameters, the reader is referred to
Gundlach & Blum (2012b).

It is important to note that the network thermal conduction has
only a weak temperature dependence (see Table A1) and decreases
with increasing pebble radius as λNet ∝ R−2/3 (see equations A1 and
A2).

Because of the high porosity, radiation can effectively transport
heat through the void space between the pebbles. To simulate this
radiation process, we used the photon-gas approach by Merrill
(1969) and assumed that the mean free path of the photons l scales
with the radius of the pebbles R. Radiative heat transport is only
considered between the pebbles and is neglected inside the pebbles
because of the short mean free path. The thermal conductivity due
to radiation then reads

λRad(T ) = 16

3
σ T 3 l(φPack), (A7)

with σ being the Stefan–Boltzmann constant, and the mean free
path of the photons inside the voids given by l = e R (1 − φ)/φ.
The scaling parameter e was empirically determined (see Fig. 12
and equation 13 in Gundlach & Blum 2012b). Thus, the radiative
heat transport linearly depends on the pebble radius and is a strong
function of the temperature (λrad ∝ T3).

The transport of latent heat by sublimation and deposition is
calculated by the second block (see Appendix A2)

A1.2 Efficiency function, η(x)

In this Section, the efficiency function for the outgassing through
dust layers is derived. This function was originally introduced by
Gundlach et al. (2011) to describe the measured decrease of the
outgassing rate of an ice surface covered by a dust layer. The
efficiency function reads,

η(x) =
(

1 + x

b

)−1
. (A8)

Here, x is the depth under the surface where the volatiles are
generated and b is a scaling parameter describing the thickness
of the dust layer that is required to reduce the outgassing rate into
space to 50 per cent.

MNRAS 493, 3690–3715 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/493/3/3690/5736050 by guest on 18 April 2024

https://academic.oup.com/mnras/article-lookup/doi/10.1093/mnras/staa449#supplementary-data


On the activity of comets 3711

Table A1. Summary of the used parameters for the thermophysical model.

Parameter Symbol Value Reference

Orbital

Perihelion distance dp 1.24 AU –
Sun’s position∗ ϑ 38◦ Sierks et al. (2015)

Structural

Radius of dust particle r 1μm –
Bulk density of the comet nucleus ρ 532 kgm−3 Jorda et al. (2016)
Volume filling factor of pebble packing φpack 0.6 Blum et al. (2014)
Volume filling factor inside pebbles φagg 0.4 Weidling et al. (2009)
Packing structure coefficient f1 5.18 × 10−2 Gundlach & Blum (2012b)

f2 5.26 Gundlach & Blum (2012b)
Mean free path coefficient e 1.34 Gundlach & Blum (2012b)

Mechanical

Poisson’s ratio (particles) μpar 0.17 Chan & Tien (1973)
Poisson’s ratio (pebbles) μagg 0.17 Weidling, Guettler & Blum (2012)
Young’s modulus (particles) Epar 5.5 × 1010 Pa Chan & Tien (1973)
Young’s modulus (pebbles) Eagg 8.1 × 103 Pa Weidling et al. (2012)
Specific surface energy (particles) γ par 0.1 J m−2 Heim et al. (1999)
Specific surface energy (pebbles) γ agg see equation (A6) Gundlach & Blum (2012b)

Thermal

Albedo A 0.055 Sierks et al. (2015)
Heat conductivity (dust) λPar, dust 0.5 W m−1 K−1 Blum et al. (2017)
Heat conductivity (H2O ice) λPar, H2O 651 W m−1 / T Petrenko & Whitworth (1988)
Heat conductivity (CO2 ice) λPar, CO2 0.02 W m−1 K−1 www.nist.gov
Core temperature of Nucleus Tcore 50 K –
Heat capacity (dust) cdust cdust = 3.00 kJ kg−1 K−2 –
Heat capacity (H2O ice) cH2O cH2O = 0.03 kJ kg−1 K−2 www.nist.gov
Heat capacity (CO2 ice) cCO2 cCO2 = 0.85 kJ kg−1 K−2 www.nist.gov
Emissivity ε 1 –
Latent heat (H2O) �H2O 2.86 × 106 J kg−1 Orosei et al. (1995)
Latent heat (CO2) �CO2 0.57 × 106 J kg−1 Mavko, Meukerji & Dvorkin (2009)
Sublimation pressure coefficients aH2O 3.23 × 1012 Pa Gundlach et al. (2011)
(H2O) bH2O 6134.6 K Gundlach et al. (2011)
Sublimation pressure coefficients aCO2 2.89 × 1012 Pa Bryson, Cazcarra & Levenson (1974)
(CO2) bCO2 3271.1 K Bryson et al. (1974)

Note. ∗: angle between surface normal and direction to Sun.

For the derivation of the efficiency function, we assume that the
system reaches steady-state conditions sufficiently fast so that we
can use equilibrium equations. The steady-state continuity equation
reads

dj (x ′)
dx ′ = 0, (A9)

with j(x
′
) = const being the gas mass flux (in units of kg m−2 s−1)

through the inactive layers above the respective evaporating ice,
denoted by x

′
. With the diffusion equation

j (x ′) = −D
dρ(x ′)

dx ′ = const, (A10)

we get for the gas density ρ(x ′) = ρ0 x ′/x. Here, D is the diffusion
constant and x is the total thickness of the dust layer, i.e. the actual
position for which the calculation is performed. This solution for
the gas density fulfills the boundary conditions ρ(x0) = 0 for the
surface, x0 = 0, of the cometary nucleus and ρ(x) =ρ0 for the bottom
of the inactive zone with thickness x. Hence, the gas density drops
linearly with increasing height. Introducing the scaling equation for

the diffusion constant, i.e.

D = lD · vD, (A11)

with ld and vD =
√

8kBT

πm
being a diffusion scale length and the

characteristic thermal molecular velocity, we can write for equa-
tion (A10)

j (x, T ) = −ρ0 vD

x/lD
. (A12)

Here kB, T, and m are the Boltzmann constant, the local temperature,
and the mass of the gas molecule, respectively. In steady state, the
outgassing rate equals the effective evaporation rate of the volatile
and is given by the Hertz–Knudsen equation

j (x, T ) = − ( pSub(x, T ) − pGas(x, T ) )

√
m

2 π kB T
(A13)

= − ( pSub(x, T ) − p0 )
1

vE

, (A14)

with vE =
√

2 π kB T

m
being the characteristic molecular velocity at

evaporation. Here, pSub(x, T) and pGas(x, T) = p0 are the sublimation
pressure, which is only a function of the local temperature T, and
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3712 B. Gundlach, M. Fulle and J. Blum

the gas pressure at the base of the inactive layer, respectively. The
latter is related to the gas density by the ideal gas equation

p0(T ) = ρ0
kBT

m
. (A15)

Equating the absolute values of equations (A12) and (A13), we get
a relation for the base pressure

p0(x, T ) = pSub(x, T )
x/lD

x/lD + mvdve/(kBT )
(A16)

= pSub(x, T )
x/lD

x/lD + 4
, (A17)

re-substituting vD and vE as defined above. For large thicknesses
of the desiccated dust layer, L � lD, the base pressure is p0 −→
psub(x, T ), whereas for low thicknesses, x  lD, p0 −→ 0. Thus, a
thick dust layer favours a high gas pressure at the ice–dust interface.

The outgassing rate into space, jLeave(x, T), decreases with
increasing dust layer thickness, because equation (A12) yields

jLeave(x, T ) = −ρ0 vD

L/lD
(A18)

= −p0 mvD/(kBT )

x/lD
(A19)

= −psub(x, T )
m

kBT
vD

1
x
lD

+ 4
(A20)

= −psub(x, T )
1

vE

1
x

4lD
+ 1

(A21)

= −psub(x, T )
1

vE

η(x). (A22)

This is the same functional form of the outgassing rate for constant
temperature as a function of thickness of desiccated dust as in
Gundlach et al. (2011, their equation 19 and fig. 8). Hence, b = 4 lD ,
is a direct measure for the diffusion scale length.

A1.3 Heat transfer equation, latent-heat cooling, and change of
temperature, T

′
(x, T

′′
)

The temperature change of the numerical layers is calculated by
solving the heat transfer equation for each layer individually,

ρ c
dT (x)

dt
= d

dx

[
λ(T )

dT (x)

dx

]
− Q(x, T ). (A23)

Here, ρ is the density of the material and c is the heat capacity
of the material, T(x) is the temperature, x is the depth, Q(x, T)
is an additional term which takes energy gain, or loss due to
the sublimation/deposition process into account (see Davidsson &
Skorov 2002, for details).

The density of the layers is always set to ρ = 532 kg m−3 at the
beginning of the simulation runs. However, the density can locally
decrease when the icy constituents sublimate or increase when ices
condense. For simplicity we assume that this density change has no
effect on the volume filling factor of the material. The heat capacity
is derived for each time-step and numerical layer, depending on the
amount of H2O ice and CO2 ice present in the respective layer,

c = fDust cDust + fH2O cH2O + fCO2 cCO2 , (A24)

where cDust, cH2O, and cCO2 are the heat capacities of the three
materials used in this study (see Table A1 for details).

The source/sink term Q(x, T) takes the energy loss due to
sublimation and deposition at the considered location into account
and reads

Q(x, T ) = α j (x, T ) �(T ). (A25)

Figure A1. Sketch of the gas diffusion block. The molecules from the
active layer can either escape into space, are scattered back towards the
active layer, or diffuse into the interior. The inward gas transport is based
on the efficiency function.

Here, α = 3 φpack /R is the surface-to-volume ratio of the material,
j(x, T) (see Appendix A1.2 and equation A22) is the sublima-
tion/condensation rate of the two volatile components and �(T)
is the latent heat of sublimation. In case of complete ice desiccation
in a layer, the source term becomes zero and the cooling switches
off.

A2 2nd block: molecule redistribution and latent heat
transport

This block calculates the redistribution of molecules and the
corresponding transport of latent heat. For the outward migration
of molecules, the rate, jLeave(x, T), was described in the previous
subsection. Due to the assumed constant insolation at the comet’s
south pole around perihelion, we assume that no condensation of
volatiles takes place in upper, i.e. warmer layers (see Fig. 7). For
the inward-diffusing molecules, we assume that their number equals
that of the outward-diffusing ones, i.e. jInward(x, T) = jLeave(x, T). This
is clearly a crude assumptions and requires thorough consideration
in future work. Latent heat is removed according to equation (A25)
through the inward- and outward-diffusing molecules. For the
redistribution of this heat into the interior by means of the inward-
diffusing molecules, we assume that this process also follows the
efficiency function shown in equation (A8). Hence, most of the
molecules are deposited in the first layer, but also deeper layers can
receive molecules (see Fig. A1). We chose to redistribute all the
molecules into the next 15 layers beneath the active layer, denoted
by x∗ in Fig. 3, which is justified by the decreasing temperature with
increasing depth (see Fig. 7). Based on the molecule-deposition
rate, the heat gain of each layer beneath the active layer is derived
(see equation A25). Backward diffusion typically leads to a much
shallower temperature decrease with increasing depth than without
this process.

A3 3rd block: pressure build-up and dust release

The gas pressure that acts against the tensile strength of the dust
is given by p0 in equation (A16). Using also equations (A14) and
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(A22) provides us with an expression for the local gas pressure
inside the considered layers, i.e.

p0(x, T ) = pSub(x, T ) (1 − η(x)) . (A26)

This pressure is compared to the sum of the tensile strength,
the partial pressure of the other volatile component, and the
gravitational pressure of the overlying layers. When the following
condition applies at any depth x

p0,H2O(x, T ) > σT(x) + pGrav(x) (A27)

p0,CO2 (x, T ) > σT(x) + pGrav(x), (A28)

the overlying layers are ejected. Here, σ T(x) is the (local) tensile
strength of the material, pH2O(x, T ) is the local partial pressure of
the H2O gas, and pCO2 (x, T ) is the local partial pressure of the
CO2 gas. Because of the very low gravitational acceleration on the
surface of comet 67P, the gravitational pressure of the overlying
layers pGrav(x) was always one to three orders of magnitude lower
than the gas pressure that led to the ejection event.

Since the tensile strength is a measure for the maximum stress
a material can sustain until it breaks, it is important to note that
the applied absolute gas pressure (and not the pressure gradient)
determines whether or not an ejection event occurs. For this, we
assume that the gas pressure at the surface of the comet nucleus is
zero.

A4 Numerical stability

In order to test the numerical stability of the code, we performed
test runs with four different values of the time resolution, dt = 10 s,
dt = 50 s, dt = 100 s, and dt = 200 s, respectively. For these runs,
the spatial resolution was set to dx = 5 mm. Then, the temperature
profiles were extracted at t = 100 000 s after the start of the
simulation. For a better comparability, dust ejection was switched
off. The dust-to-ice ratio was set to 20 and the CO2 abundance was
set to 0.15. Fig. A2 shows the resulting temperature profiles for the
four different runs. Values, dt > 200 s, led to too large temperature
gradients and, hence, to numerical instability. We decided to use
dt = 100s, which provides numerical stability, reasonable accuracy,
and relatively fast runs.

A5 Boundary conditions

We assume that the entire solar energy not scattered back into
space is absorbed in the first numerical layer. The upper boundary
condition is given by the energy balance equation. The surface
is heated by the Sun and absorbs energy in dependence of the
material’s albedo A. Also, thermal re-radiation according to the
Stefan–Boltzmann law is taken into account. Hence, the upper
boundary condition reads

I�

(
dE

dP

)2

(1 − A) cos(ϑ) = ε σ T 4(xS) − λST (xS)
∂T (x)

∂x

∣∣∣∣
xS

,

(A29)

with I�, dE, dP, ϑ, and T(xS) being the solar constant, the mean
distance of the Earth to the Sun, the perihelion distance of comet
67P, the Sun’s position with respect to the surface normal at the south
pole during perihelion and the temperature of the first numerical (i.e.
surface) layer, respectively.

Figure A2. Resulting temperature profiles when using different time
resolutions, dt = 10 s (dash-dotted curve), dt = 50 s (dashed curve), dt =
100 s (dotted curve), and dt = 200 s (solid curve). Values, dt > 200 s are
numerically unstable. These runs were performed for a dust-to-ice ratio of
20 and a CO2–ice content of 0.15. Ejection of layers was switched off for a
better comparability.

The lower boundary condition requires that no temperature
change occurs in the last layer, i.e.

dT (x)

dt

∣∣∣∣
xB

= 0. (A30)

Here, xB denotes the position of the last layer (measured from the
top). The code aborts the simulation if a temperature of 50.1 K is
detected in the last layer.

APPENDI X B: D EFI NI TI ON O F THE OUTPUT
PA R A M E T E R S

The model provides different output parameters, namely the out-
gassing rates of the two volatile components, γ̇H2O and γ̇CO2 (in units
of kg m−2, extrapolated to a total surface of 107 m2), the total dust
ejection rate, δ̇Dust (also in units of kg m−2, extrapolated to a total
surface of 107 m2), the mean size of the emitted dust chunks, xH2O

and xCO2 (depending on the release by H2O or H2O vapour), and
the H2O–ice content, fH2O(Chunk), of the ejected chunks. In the
following, we present how the different model output parameters
are defined.

B1 Outgassing rates, γ̇H2O and γ̇CO2

The outgassing rates of the H2O and the CO2 gas into space
are directly derived from equation (A22). Then, the values are
multiplied by S = 107 m2 to obtain the entire outgassing rate of
the Southern hemisphere of the comet nucleus.

γ̇H2O,CO2 = S

tSim

tSim∑
t=0

xIn∑
x=0

jLeave(x, T )�t. (B1)

Here, the tSim is the total simulation time (the simulation stopped
when 50 ejection events were recorded). xIn denotes the last
numerical layer and �t is the time-step of the simulation.
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3714 B. Gundlach, M. Fulle and J. Blum

B2 Dust ejection rate, δ̇Dust

The total dust ejection rate is a measure of the total mass of solid
material lost into space per second. This includes the mass ejected
by H2O- and by CO2-driven activity as well as the solid H2O ice in
the large chunks (the latter entirely ejected by CO2-driven activity).
The mass-loss rate is derived by summation of the erosion depths
over all ejection events,

δ̇Dust = S

tSim

( NH2O∑
iH2O=1

xiH2OρChunk,H2O +
NCO2∑

jCO2 =1

xjCO2
ρChunk,CO2

)
.

(B2)

Here, iH2O and jCO2 are the indices of the dust-ejection events
(counted for each ice species individually) and NH2O and NCO2

are the total numbers of the erosion events driven by water ice
or carbon-dioxide ice, respectively. The simulations are stopped
after NH2O + NCO2 = 50 ejection events have occurred. As before,
S = 107 m2 is the total active area, ρChunk,H2O ≈ 532 kg m−3, and
ρChunk,CO2 ≈ 532 kg m−3 are the mass densities of the ejected
chunks and tSim is the total simulation time.

B3 Ice content of the chunks, ξH2O

Because the CO2 sublimation front retreats faster than the H2O
sublimation front, the activity of CO2 can eject H2O–ice containing
chunks. Since the code tracks the number of ice molecules in each
layer, the mean ice content can be derived through

ξH2O

xCO2∑
x=0

fH2O(x)

fH2O,Ini
. (B3)

Here, xCO2 is the depth at which the ejection criterion is fulfilled for
the CO2 gas (see equation A27). Furthermore, fH2O(x) and fH2O,Ini

are the actual water ice content at position x and the initial water ice
content, respectively. Chunks ejected by the activity of H2O cannot
contain H2O or CO2 ice.

B4 Size of the ejected chunks, xH2O and xCO2

The mean size of the ejected chunks, xH2O and xCO2 , is derived by
calculating the arithmetic mean of all ejection depths xH2O,i and
xCO2,i

xH2O = 1

NH2O

NH2O∑
i=1

xH2O,i (B4)

xCO2 = 1

NCO2

NCO2∑
i=1

xCO2,i, (B5)

and NH2O + NCO2 = 50. The CO2-driven activity generally ejects
larger chunks than the H2O-driven activity.

B5 Slope parameter

In our thermophysical model, H2O activity drives the ejection of
small chunks, whereas the activity of CO2 ejects larger chunks.
Hence, we defined the slope parameter QSlope Ratio to compare the
ejected mass ratios (large versus small chunks) provided by the
simulation runs with the Rosetta observations (mass-loss distribtion
provided by Ott et al. 2017). The slope parameter is defined as

QSlope Ratio = �Simulation

�Rosetta
, (B6)

with �Simulation defined by

�Simulation = log[(xCO2 NCO2 )/(xH2O NH2O)]

log[x3
CO2

/x3
H2O)]

, (B7)

assuming that the ejected chunks are cubic in shape.
We estimated the slope of the Rosetta dust–size distribution using

the data published by Ott et al. (2017, their fig. 10 and table 4) to be

�Rosetta = +1/2 for xCO2 ≤ 12.3 cm (B8)

= −1/2 for xCO2 > 12.3 cm. (B9)

APPENDI X C : ROLE O F BAC K D I FFUSI O N:
C O M PA R I S O N O F RU N S W I T H A N D W I T H O U T
BACK DI FFUSI ON

Table C1 presents the A3 runs with (black numbers) and without
back diffusion (italic numbers). As can be seen by comparing the
numbers, the difference between the runs is less than 15 per cent.
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Table C1. Summary of all A3 cases with back diffusion enabled (black numbers) and with back diffusion disabled (italic numbers).

Variable tensile strength

Input parameters Output parameters

Scale length Radius D:I CO2 Cont. γ̇H2O / γ̇H2O,R γ̇CO2 / γ̇CO2,R δ̇Dust / δ̇Dust,R QSlope ratio Size (xCO2 ) Ice Cont. σ̄ (xCO2 )†

1 cm 5 mm 2 0.16 2.22 4.36 2.89 0.74 11.3 cm 0.87 0.3 Pa
1 cm 5 mm 2 0.16 2.20 4.45 2.95 0.71 12.9 cm 0.87 0.3 Pa
2 cm 5 mm 2 0.15 1.96 2.77 1.89 0.85 6.4 cm 0.83 0.5 Pa
2 cm 5 mm 2 0.15 2.05 3.34 2.37 0.83 6.2 cm 0.85 0.5 Pa
2 cm 5 mm 2 0.16 2.05 3.60 2.39 0.84 15.2 cm 0.85 0.3 Pa
2 cm 5 mm 2 0.16 2.06 3.68 2.44 0.83 14.4 cm 0.84 0.3 Pa
3 cm 5 mm 10 0.21 1.35 0.91 1.77 1.60 14.4 cm 0.48 0.4 Pa
3 cm 5 mm 10 0.21 1.39 0.91 1.79 1.58 13.7 cm 0.49 0.4 Pa
4 cm 5 mm 3 0.23 2.22 4.16 2.50 0.90 8.4 cm 0.79 0.6 Pa
4 cm 5 mm 3 0.23 2.26 4.14 2.52 0.87 6.7 cm 0.83 0.6 Pa
4 cm 5 mm 7 0.21 1.75 1.44 2.00 1.35 7.9 cm 0.58 0.6 Pa
4 cm 5 mm 7 0.21 2.00 1.53 2.13 1.23 6.0 cm 0.63 0.6 Pa
4 cm 5 mm 7 0.22 1.79 1.61 2.10 1.28 8.4 cm 0.60 0.6 Pa
4 cm 5 mm 7 0.22 1.86 1.62 2.13 1.27 8.8 cm 0.60 0.6 Pa
4 cm 5 mm 7 0.23 1.85 1.77 2.24 1.21 9.0 cm 0.61 0.6 Pa
4 cm 5 mm 7 0.23 1.92 1.76 2.23 1.20 8.2 cm 0.62 0.6 Pa
5 cm 5 mm 6 0.24 1.77 2.00 2.07 ∞ 15.9 cm 0.61 0.5 Pa
5 cm 5 mm 6 0.24 1.77 1.79 2.04 ∞ 15.6 cm 0.61 0.5 Pa

Fixed tensile strength

Input parameters Output parameters

Tensile Str. Radius D:I CO2 Cont. γ̇H2O / γ̇H2O,R γ̇CO2 / γ̇CO2,R δ̇Dust / δ̇Dust,R QSlope Ratio Size (xCO2 ) Ice Cont.

0.4 Pa 12.5 mm 4 0.15 2.41 3.58 4.64 1.22 7.2 cm 0.59 –
0.4 Pa 12.5 mm 4 0.15 2.14 3.52 4.26 0.96 11.3 cm 0.60 –
0.5 Pa 12.5 mm 2 0.15 2.34 4.57 3.29 1.09 14.1 cm 0.56 –
0.5 Pa 12.5 mm 2 0.15 2.57 4.15 2.80 1.11 13.5 cm 0.55 –
0.4 Pa 10 mm 2 0.15 2.30 4.31 3.24 0.70 10.1 cm 0.47 –
0.4 Pa 10 mm 2 0.15 2.18 3.73 2.65 0.79 8.6 cm 0.50 –
0.7 Pa 12.5 mm 4 0.30 3.51 6.39 3.79 0.70 20.0 cm 0.58 –
0.7 Pa 12.5 mm 4 0.30 3.61 6.34 3.60 0.69 19.5 cm 0.53 –

Notes. Radius: radius of the dust aggregates; D:I: dust-to-ice ratio; R: Rosetta; Size: mean size of the large chunks; ∞: only CO2-driven ejection events.
†: σ̄ (xCO2 ) is the mean tensile strength at location of breakup.
∗: the infinite value is ignored.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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