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Abstract

Very Long Baseline Interferometry (VLBI) astrometry using the phase-referencing tech-
nique remains an open issue for the quantitative characterization of the observing condi-
tions to achieve a feasible parallax precision of 10 micro-arcseconds (μas). To address this
issue, we evaluated the astrometric performance of the VLBI Exploration of Radio Astrom-
etry (VERA) through the parallax measurements of five distant star-forming regions under
good observing conditions of close separations (0.◦5–1.◦3) and high elevations (≥50◦).
Their parallaxes measured 89–200 μas, corresponding to distances of 5–11 kpc with an
error of 11–20 μas. Furthermore, we investigated the contributions to the position error
budget and concluded that the tropospheric residual contribution is the dominant error
source. We also confirmed that the astrometric error propagation strongly depends on
the term � sec Z, which stands for the difference between sec Z of the target and its
reference source, where Z is the zenith angle during the observations. We found that for
a source pair with a � sec Z less than 0.01 (for example, a set of a close separation of
≤ 0.◦5 and a high elevation of ≥50◦), we can achieve the parallax precision of 10 μas using
a typical monitoring program comprising 10 observing epochs over a span of two years.
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1 Introduction

Very Long Baseline Interferometry (VLBI) astrometry using
the phase-referencing observations is ongoing to measure
the parallax of Galactic maser sources at the 10 micro-
arcsecond (μas) level with VLBI Exploration of Radio
Astrometry (VERA) and Very Long Baseline Array (VLBA)
(e.g., Honma et al. 2012; Reid et al. 2019). It is well
known that the VLBI astrometric precision (�θ ) of the
single baseline is expressed as �θ ≈ c�τ · θ SA/D, and
can be improved by observing the close separation angle
source (θ SA) with the long baseline length (D) under the
accurate delay calibration (c�τ ) (Honma et al. 2010; Reid
& Honma 2014). However, the astrometric precision of
the VLBI array consisting of multiple baselines is complex
and cannot be calculated analytically (Pradel et al. 2006;
Asaki et al. 2007). Therefore, the exact observing condition
required to achieve a parallax precision of 10 μas is quan-
titatively unclear. VLBI astrometry still remains an open
issue.

VERA is a Japanese VLBI array consisting of four sta-
tions with baseline lengths ranging from a minimum of
1200 km to a maximum of 2300 km corresponding to a
beam size of 1 milli-arcsecond (mas) at a frequency of
22 GHz (Kobayashi et al. 2003). VERA is dedicated to the
phase-referencing astrometry with a dual-beam receiving
system that can simultaneously observe the target and refer-
ence sources at separation angles in the range of 0.◦3–2.◦2 to
effectively cancel the tropospheric fluctuations (Kawaguchi
et al. 2000; Honma et al. 2003). In the phase-referencing
observations, the phase delay is basically calibrated using
the position reference radio sources, and it is fundamental
to calibrate additional delay terms, such as those caused by
excess delay errors introduced by the propagation medium
effects through the troposphere and ionosphere, errors
in the station coordinates, and errors of an instrumental
nature, precisely. In VLBI astrometry at a separation angle
in the range of 1◦–2◦, the systematic position error caused
by these calibration errors is larger than the formal posi-
tion error caused by the thermal noise (Hachisuka et al.
2006; Honma et al. 2007; Nagayama et al. 2015); there-
fore, the accurate calibrations of the abovementioned four
components are fundamental to achieve a high astrometric
precision.

Hence, the tropospheric zenith delay measured by the
Global Positioning System (GPS) (Honma et al. 2008b), the
ionospheric Total Electron Content (TEC) of the CODE’s
Global Ionosphere Map (GIM),1 the station position mea-
sured by the monthly geodetic VLBI observations (Jike
et al. 2009, 2018), and the instrumental delay between the
dual-beam system measured by the horn-on-dish method

1 〈http://aiuws.unibe.ch/ionosphere/〉.

Table 1. Theoretical estimation of astrometric-position

errors for a single baseline and a single epoch at the

observing frequency of 22 GHz.∗

Error source Position error (μas)
Separation 1◦ 1◦ 1◦ 2◦ 2◦ 2◦

Elevation 30◦ 50◦ 70◦ 30◦ 50◦ 70◦

Troposphere 108 34 12 217 69 24
Ionosphere 24 11 4 48 22 9
Station position 8 8 8 16 16 16
Instrument 9 9 9 9 9 9
Thermal noise 17 17 17 17 17 17
RSS 113 41 24 224 76 36

∗Astrometric-position errors caused by the tropospheric zenith delay error
of 20 mm, the ionospheric TEC error of 10 TECU (8 mm at 22 GHz), the
station position error of 3 mm, and the instrumental delay error of 0.1 mm
(see text). RSS is the root-sum-square of five error sources.

(Honma et al. 2008a) are used for the delay calibration
in VERA, to achieve a high astrometric precision. Their
calibration errors are estimated to be 10–20 mm for the
tropospheric zenith delay (Honma et al. 2008b; Nagayama
et al. 2015), 3–10 TEC Unit (TECU) for the ionospheric
TEC (Ho et al. 1997), 3 mm for the station position (Jike
et al. 2009, 2018), and 0.1 mm for the instrumental delay
between the dual-beam systems (Honma et al. 2008a). The
ionosphere is dispersive, which means that the ionospheric
delay depends on the observing frequency: a TEC error of
3–10 TECU is equivalent to 2–8 mm at the observing fre-
quency of 22 GHz. The astrometric-position errors caused
by these calibration errors for a single baseline and a single
observation epoch are summarized in table 1. These values
were theoretically estimated using the equations of Honma
et al. (2010) at each separation and each elevation angle
under VERA’s maximum baseline length of 2300 km. The
position error caused by the thermal noise was estimated
using equation (1) in Reid et al. (1988) to be �θ the ≈ 0.5 ·
θbeam/SNR ≈ 17 μas for a point source in the typical case
of a synthesized beam size of θbeam = 1 mas and a signal-
to-noise ratio (SNR) of the peak and rms flux density of
the maser spot in the map of SNR = 30. A comparison of
the estimated position errors indicates that the tropospheric
contribution is dominant and strongly dependent on both
the elevation and separation angles. Therefore, it is sug-
gested that the parallax measurement at the 10 μas level is
feasible for the close separation and high elevation sources
(Honma et al. 2010).

In this study, we quantitatively investigate the effect of
these error sources on the astrometric position error of the
actual observations. We also evaluate the astrometric per-
formance of VERA through the parallax measurements of
five star-forming regions located at distances in the range
of 5–11 kpc from the Sun.
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Table 2. Source information.∗

Ipeak θbeam θSA θPA

No Source α (J2000.0) δ (J2000.0) (Jy beam−1) (mas × mas, ◦) (◦) (◦) � sec Z

1 G135.28+02.80 02h43m28.s5825 +62◦57′08.′′390 3–43 1.14 × 0.80, −54 0.51 −19 0.0061
J0244+6228 02h44m57.s696681 +62◦28′06.′′51550 0.92–1.56 1.16 × 0.84, −54

2 G137.07+03.00 02h58m13.s1793 +62◦20′32.′′915 4–16 1.18 × 0.82, −49 1.05 −111 0.0204
J0306+6243 03h06m42.s659552 +62◦43′02.′′02414 0.10–0.22 1.18 × 0.84, −49

3 G200.08−01.63 06h21m47.s5742 +10◦39′22.′′811 2–6 1.31 × 0.82, −42 0.93 −105 0.0138
J0625+1053 06h25m25.s961188 +10◦53′43.′′88032 0.12–0.14 1.37 × 0.83, −37

4 G037.50+00.53 18h57m53.s3876 +04◦18′17.′′394 7–11 1.51 × 0.87, −40 1.08 −2 0.0205
J1858+0313 18h58m02.s352576 +03◦13′16.′′30172 0.14–0.28 1.52 × 0.85, −47

5 G037.82+00.41 18h58m53.s8800 +04◦32′15.′′004 9–95 1.55 × 0.86, −40 1.33 9 0.0228
J1858+0313 18h58m02.s352576 +03◦13′16.′′30172 0.14–0.28 1.52 × 0.85, −47

∗Column 1: the source pair number. Column 2: the source name, where G and J denote the target and the reference source, respectively. Columns 3–4: the
delay tracking center in the RA and Dec coordinates. Column 5: the peak intensity. Column 6: the synthesized beam size in major axis × minor axis, and its
position angle. Columns 7–8: the separation angle and the position angle between the target and the reference source, respectively. Column 9: the average
� sec Z between the target and the reference source.

2 Observations

Astrometric observations of five H2O maser sources at
22.235080 GHz frequency were conducted with VERA,
consisting of four antennas with a 20 m dish located
at Mizusawa (hereafter referred to as MIZ), Iriki (IRK),
Ogasawara (OGA), and Ishigaki-jima (ISG). The observed
target H2O maser sources and the position reference con-
tinuum sources are listed in table 2. Hereafter, we refer
to each target maser source by its first seven charac-
ters, namely, G135.28, G137.07, G200.08, G037.50, and
G037.82. The target and its reference source were simul-
taneously observed using the dual-beam receiving system
of VERA (Kawaguchi et al. 2000). The source coordi-
nates, peak intensity, synthesized beam size, separation
angle, position angle of the target with respect to its ref-
erence source, and the value of � sec Z are summarized
in table 2, where � sec Z = | sec Ztar − sec Zref| is the dif-
ference in sec Z between the target and reference sources
described by the zenith angle Z; this is an important param-
eter related to the astrometric position error caused by the
tropospheric zenith delay error and is discussed in detail
in sub-subsection 5.1.1. The values � sec Z are different at
each station and changes with the hour angle by a factor
of 2–3 during the observations. The average � sec Z of all
stations during the observations has been calculated and is
listed in table 2.

Table 3 lists the observation dates: A typical obser-
vation duration per epoch was 8 hr. We observed two
maser sources together in the same epoch and we
switched two maser sources every 10 min for G135.28
and G137.07, 30 min for G200.08 and G224.35−02.01,
and 20 min for G037.50 and G037.82. The typical on-
source time for each maser source was 3 hr. However,
the maser of G224.35−02.01, whose coordinates are

Table 3. VERA observations.∗

Obs. Date
Source Epoch code (yyyy mm dd)

G135.28 1 r07297a 2007 10 24
& 2 r08007a 2008 01 08
G137.07 3 r08056a 2008 02 25

4 r08160b 2008 06 08
5 r08191a 2008 07 09
6 r08218a 2008 08 05
7 r08342a 2008 12 07
8 r09044a 2009 02 13
9 r09125b 2009 05 05
10 r09251a 2009 09 08

G200.08 1 r16158a 2016 06 06
2 r16330b 2016 11 25
3 r16356a 2016 12 21
4 r17030a 2017 01 30
5 r17050a 2017 02 19
6 r17076a 2017 03 17
7 r17117a 2017 04 27
8 r17159a 2017 06 08
9 r17266c 2017 09 23

G037.50 1 r13019c 2013 01 19
& 2 r13080b 2013 03 21
G037.82 3 r13153b 2013 06 02

4 r13264a 2013 09 21
5 r13358b 2013 12 24
6 r14067b 2014 03 08
7 r14133b 2014 05 13
8 r14293a 2014 10 20

∗Column 1: the source name. Column 2: the epoch number. Column 3:
the observation code in VERA project. Column 4: the observation date.

(α, δ)J2000.0 = (07h05m12.s7, −11◦04′29′′), could not be
detected persistently for more than two epochs because
of the maser time variation. Therefore, this source has
been excluded from this paper. The fringe-finders 3C
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84 for G135.28 and G137.07, OJ287 for G200.08, and
J2015+3710 for G037.50 and G037.82, were observed
every 80 min in order to calibrate the clock delay offset
and rate. Left-band circular polarization signals were sam-
pled with 2-bit quantization and filtered to 16 MHz × 16
IF bands by the VERA digital filter unit (Iguchi et al. 2005).
We assigned one IF band to the target maser source and the
remaining 15 IF bands to the reference continuum source.

Correlation processing of the VERA observations was
performed using the FX hardware correlator located at
the National Astronomical Observatory of Japan (NAOJ)
Mitaka campus until early 2015 (Shibata et al. 1998). Since
2015, regular operations of the newly developed software
correlator has been started in the NAOJ Mizusawa campus
(Oyama et al. 2016). Therefore, the observations of
G135.28, G137.07, G037.50, and G037.82 before 2015
were processed using the Mitaka hardware correlator,
while the observations of G200.08 after 2015 were
processed using the Mizusawa software correlator. The
visiblity integration time of the correlation processing was
1 s. The velocity resolution was 0.42 km s−1 for G200.08
and 0.21 km s−1 for the other four maser sources.

The system noise temperature including atmospheric
attenuation was measured using the chopper-wheel method
(Ulich & Haas 1976) and monitored during the observa-
tions: its value under good weather conditions was 100–
200 K and 200–300 K during the winter and summer sea-
sons. The aperture efficiencies of the four antenna were
0.41–0.47 at the observing frequency of 22 GHz. Using a
system noise temperature of Tsys ≈ 100–300 K and an effec-
tive aperture area of Ae = πr2ηa ≈ 140 m2 for the antenna
dish radius of r = 10 m and an aperture efficiency of ηa ≈
0.44, the system equivalent flux density was calculated to
be SEFD = 2kTsys/Ae ≈ 2000–6000 Jy. The baseline-based
noise level was 7–20 mJy at the fringe integration time of
1–2 min and a bandwidth of 240 MHz. The reference con-
tinuum sources could be detected on individual baselines
with SNR ≥ 5. The noise level of the phase-referenced image
of the target maser spot was typically 0.1–0.3 Jy beam−1.
The maser spot whose peak intensity exceeds 1–2 Jy beam−1

was detectable at the criterion of SNR ≥ 7.

3 Calibration

Because the phase-referencing performance of VERA is
evaluated in this paper, we summarize in this section the
calibration method used for the phase-referencing analysis
of VERA. An accurate delay calibration is required at (�θ ·
D)/(c · θ SA) ≈ 10 ps level is required for the high-precision
VLBI astrometry at the �θ ≈ 10 μas level, under the
conditions of the baseline length of D ≈ 2300 km and the
separation angle of θ SA ≈ 1◦. Futhermore, because the a
priori delay model used in the correlation processing is not

accurate enough for the high-precision VLBI astrometry,
we recalculated the precise delay using the CALC3 software
package developed for the Geodetic VLBI observations
(Manabe et al. 1991; Jike et al. 2009) based on the
following accurate geophysical models and data.

The geometric delay has been calculated using the Earth
orientation parameter EOP 08 C04 (IAU1980; C. Bizouard
& D. Gambis 2011),2 produced by the International Earth
Rotation and Reference System Service, and the station
position measured by the Geodetic VLBI observations (Jike
et al. 2009, 2018), and the source coordinates of both target
maser and reference sources. For the reference sources,
the coordinates listed in the VLBA calibrator source list
were used.3 J0244+6228, J0306+6243, and J1858+0313
are second realizations of the International Celestial Ref-
erence Frame (ICRF2) sources and J0625+1053 was the
additional source found by Petrov (2016). The error of the
absolute position was ≈8 mas for J1858+0313 and ≤1 mas
for the other reference sources. For the target maser source,
we set the position of the maser spot used for the parallax
measurement within 100 mas; these source coordinates are
listed in table 2. In the case of the delay tracking and the
phase-referencing imaging performed at the position offsets
of ≤10 mas for the reference source and ≤100 mas for the
target maser source, the propagating astrometric position
error is expected to be ≤10 μas for the source pair of θ SA =
1◦ (Reid & Honma 2014).

The troposphere delay is the sum of dry and wet compo-
nents: τ tro = Mdry · ZHD/c + Mwet · ZWD/c. Here, Mdry and
Mwet are the mapping functions for the dry and wet com-
ponents, respectively. The Niell’s mapping function (Niell
1996) was used in this paper. Values ZHD and ZWD are the
zenith hydrostatic or dry delay (attributed to dry air) and
the zenith wet delay (attributed to precipiable water vapor),
respectively. The ZHDs of MIZ, IRK, OGA, and ISG were
calculated to be 2.2715, 2.1534, 2.2298, and 2.2843 m,
respectively, from the height of each station, h, using the
formula: ZHD = K1R/(gMD) · P0 · exp ( − h/h0), where K1

is the constant of Smith–Weintraub equation (Smith &
Weintraub 1953), R is the universal gas constant, g is the
gravitational acceleration, MD is the molecular weight of
the dry air in the troposphere, P0 is the air pressure, and
h0 is the scale height of the dry air [equation (13.13) in
Thompson et al. 2017]. The ZWD was obtained using
ZWD = ZTD − ZHD from the zenith total delay, ZTD,
measured by the GPS (Honma et al. 2008b), using the
GIPSY OASIS II 6.4 software package. The ZWD is
obtained at 5 min intervals and fluctuates between 0.05
and 0.40 m.

2 C. Bizouard & D. Gambis 2011 〈https://hpiers.obspm.fr/iers/eop/eopc04_08/C04.
guide.pdf〉.

3 〈http://www.vlba.nrao.edu/astro/calib〉.
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The ionosphere delay is calculated based on a single-
layer model expressed as τion = cre/(2πν2) · Ie · sec Z′ with
sin Z′ = R/(R + H) · sin Z, where re is the classical electron
radius, Ie is the TEC, ν is the observed frequency, sec Z′ is
the mapping function of the ionosphere, R ≈ 6371 km is the
mean earth radius, H = 450 km is the height of the single-
layer (ionosphere) above the Earth’s mean surface, and Z is
the zenith angle (Schaer 1999). The TEC is obtained at each
station every 1 hr (2 hr before 2013) using CODE’s GIM.1

The instrumental delay difference between the dual-
beam receivers was measured by the horn-on-dish method
during the observations. In this method, the artificial wide-
band radio noise is injected from the noise sources mounted
on the antenna feedome base into the dual-beam receivers
after reflection by a sub-reflector (Honma et al. 2008a).
The delay difference between the dual-beam receivers and
its time variation can be simultaneously monitored by mon-
itoring the correlation of the common noise source signal
between the dual-beam receivers.

These calculated and measured delays were formatted
into the Astronomical Image Processing System (AIPS) SN
table format and applied to the visibility data. The ampli-
tude calibration, bandpass calibration, fringe search, self-
calibration, and image synthesis were performed using
AIPS. The amplitude calibrations were performed based
on the gain curve and system noise temperatures using
APCAL. The bandpass calibration was performed to utilize
the autocorrelation spectrum of the fringe finder sources
using BPASS. The fringe search of the reference source was
performed by 1 or 2 min integration and a 0.5 min interval
using FRING. The self-calibration image of the reference
source was obtained to solve their structure effects using
IMAGR and CALIB. The delay and phase solutions of the
fringe search and the self-calibration were applied to the
target maser sources using TACOP together with the dual-
beam delay calibration and the delay tracking recalculation
SN tables using TBIN. Next, the calibrated visibility of the
target maser was Fourier transformed to synthesize images
by IMAGR. Each velocity channel was imaged on a field of
8′′ × 8′′ with 8192 × 8192 grid around the delay tracking
center, and the brightness peak was searched. For each
peak, the phase-referencing image of 100 mas × 100 mas
with 2048 × 2048 grid was obtained using the CLEAN pro-
cess, and the peak position, peak intensity, and rms noise
level were obtained using the two-dimensional Gaussian
fitting by IMFIT.

4 Results

The parallaxes of the five star-forming regions were mea-
sured to be 0.089–0.200 mas, corresponding to the dis-
tances of 5–11 kpc at 10%–20% uncertainties. Figure 1

shows the sinusoidal apparent motion caused by the par-
allax with a one-year period, after removing the individual
position offset origins and the proper motions.The ampli-
tude corresponds to the parallax. The position of the maser
spot at each observing epoch was measured to fit the maser
emission on the phase-referencing image by the single Gaus-
sian component, and its positional variation was monitored
for 1–2 years.

Figure 2 shows the phase-referencing images of the
representative maser spots used for the parallax measure-
ment.Their spatial structures were basically compact and
point-like. The compact maser spots, which have been
persistent for more than one year, were selected for the
parallax measurements: a single maser spot for G135.28,
and two or three maser spots for the other four sources.
We fitted the measured positions with five parameters of
the position offset origin, (�αcos δ, �δ), the linear proper
motion, (μαcos δ, μδ), and the parallax, π , by the least-
squares method. Table 4 summarizes the five obtained
parameters and the standard deviation of the post-fit
residual.The obtained parallaxes of the individual maser
spots for the four sources with multiple spots are consistent
with each other. Hence, we conducted the combined fitting,
in which the positions of the spots were simultaneously
fitted with one common parallax, while allowing for
different proper motions and position offsets for individual
spots.

As discussed in previous studies on VLBI astrometry
(Hachisuka et al. 2006; Honma et al. 2007), the standard
deviation of the post-fit residual (σ res) of the least-squares
fitting, which results in a reduced chi-square of unity
(χ2

ν ≈ 1), is regarded as the astrometric position error of
the measurement with one observing epoch. Then, the par-
allax error is calculated using the covariance matrix, which
can be approximately expressed as σπ ≈ σ res/

√
Nd, using

the post-fit residual of σ res and the number of the data,
Nd = Nobs × Nspot. Here, Nobs and Nspot are the number of
observations and maser spots, respectively. Random-like
errors such as the maser spot structure variation could
not be correlated with each other between different spots,
whereas systematic errors such as the tropospheric zenith
delay error have a similar effect on all maser spots. Because
the post-fit residuals of different spots show similar
values, we considered that the systematic error would be
dominated. Therefore, the parallax error of the combined
fitting was multiplied by a factor of

√
Nspot, i.e., it was

expressed as σπ ≈ σ res/
√

Nobs. As shown in table 4, the
post-fit residuals of the five target sources are estimated
to be approximately 30–60 μas. Because the observations
of 8–10 epochs can statistically reduce the parallax
error compared with the post-fit residual by a factor of
approximately 1/3, the parallax errors are estimated to be
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Fig. 1. Parallaxes of G135.28, G137.07, G200.08, G037.50, and G037.82. Individual proper motions and position offsets are removed to better show
the parallax signatures. The data for the different maser spots shown in each color are slightly shifted in time for clarity. (Color online)

approximately 10–20 μas. When comparing the parallax
errors in table 4, it should be noted the difference in
the number of detection. The number of detection varies
from 5 to 10 epochs for each spot. This is expected to
affect the difference in the parallax errors by a factor of√

(10/5) = 1.4.
The astrometric position error caused by the thermal

noise was estimated to be �θ the = 14–20 μas for each target
source by the 2D Gaussian fitting to the maser spot emission

on the phase-referencing image using AIPS IMFIT. This is
equal to

�θthe ≈ 0.5 · θbeam

SNR
(1)

for the point source (Reid et al. 1988), where θbeam is the
synthesized beam size and SNR is the signal-to-noise ratio
of the maser emission on the phase-referencing image. The
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Fig. 2. Phase-referencing images of the maser spots in (a) G135.28, (b) G137.07, (c) G200.08, (d) G037.50, and (e) G037.82. The observation number
and the observation date in years are shown in the top left-hand corner of each panel. The peak intensity (Ipeak) and the rms noise level (σ ) are shown
by Ipeak ± σ Jy beam−1 in the bottom left-hand corner. The contour levels are 5σ , 10σ , 15σ , 20σ , ···. The synthesized beam is shown in the bottom
right-hand corner.
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Fig. 2. (Continued)

estimated errors of the five sources are consistent with
�θ the ≈ 17 μas, which is calculated in the typical case of
θbeam = 1 mas and SNR = 30. Because all spots used in the
parallax fitting were detected at SNR ≥ 13, the position
errors of the thermal noise were less than 38 μas under any
observation and in any spot. The value of �θ the in table 5
is the average of all observations and spots.

The uncalibrated delay errors of the troposphere, iono-
sphere, station position, and instrument are significant
error sources of the VLBI astrometry, which cause the
common position offset between the different maser spots
and sources. For example, in G037.50 and G037.82, it
appears to be a position offset of ∼50 μas in the Dec
direction (see figure 1). Because these two sources were
observed in the same observation, the uncalibrated delay
errors commonly affect and cause the similar position

offset. The post-fit residual is larger than the position
error caused by the thermal noise, and the χ2

ν value of the
parallax-fitting is much larger than 1, if only the thermal
noise error is considered. These mean that the position
error of the thermal noise underestimates the true posi-
tion error. Therefore, the error floor, �θflo (Reid et al.
2009), is estimated to add in quadrature to the posi-
tion error of the thermal noise until we achieved χ2

ν ≈ 1,
i.e., σres = √

(�θ2
the + �θ2

flo). As summarized in table 5, the
estimated error floors of individual target sources are in
the range of �θflo ≈ 20–60 μas and vary between the
target sources by a factor of 3. Furthermore, this differ-
ence appears to be related to the separation angles between
the target and reference sources. The error floor represents
the systematic error from the uncalibrated delay contribu-
tions of the troposphere, ionosphere, station position, and
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Table 4. Parallax and proper motion fitting.∗

vLSR π μαcos δ μδ �αcos δ �δ σ res, α σ res, δ

Source (km s−1) (mas) (mas yr−1) (mas yr−1) (mas) (mas) (mas) (mas)

G135.28 −72.7 0.124 ± 0.011 −1.05 ± 0.01 0.78 ± 0.02 0.20 ± 0.01 − 0.58 ± 0.02 0.026 0.033
G137.07 −50.8 0.191 ± 0.016 −0.81 ± 0.03 − 0.06 ± 0.03 − 9.12 ± 0.03 5.24 ± 0.03 0.036 0.043

−50.0 0.179 ± 0.029 −0.46 ± 0.08 0.11 ± 0.09 0.09 ± 0.04 0.04 ± 0.04 0.043 0.055
Combined 0.187 ± 0.016 0.040 0.048

G200.08 36.0 0.210 ± 0.019 0.18 ± 0.04 0.05 ± 0.03 − 0.67 ± 0.02 − 0.35 ± 0.02 0.024 0.023
36.9 0.190 ± 0.015 0.39 ± 0.03 − 0.35 ± 0.04 0.39 ± 0.03 123.74 ± 0.03 0.026 0.039

Combined 0.200 ± 0.017 0.027 0.033
G037.50 11.4 0.084 ± 0.018 −2.85 ± 0.03 − 5.62 ± 0.03 − 251.84 ± 0.02 − 134.60 ± 0.02 0.036 0.041

12.0 0.095 ± 0.011 −2.60 ± 0.01 − 5.50 ± 0.03 − 2.05 ± 0.01 − 0.85 ± 0.03 0.021 0.053
27.2 0.089 ± 0.018 −2.81 ± 0.02 − 5.56 ± 0.04 − 248.63 ± 0.02 − 136.06 ± 0.04 0.033 0.068

Combined 0.091 ± 0.016 0.031 0.055
G037.82 17.6 0.087 ± 0.018 −2.75 ± 0.02 − 5.05 ± 0.05 3.59 ± 0.02 82.58 ± 0.05 0.032 0.078

18.9 0.083 ± 0.023 −3.10 ± 0.03 − 5.54 ± 0.04 − 3.10 ± 0.03 18.31 ± 0.03 0.046 0.054
19.3 0.090 ± 0.019 −2.70 ± 0.03 − 5.54 ± 0.04 3.24 ± 0.02 30.36 ± 0.04 0.036 0.062

Combined 0.089 ± 0.020 0.038 0.066

∗Column 1: the source name. Column 2: the LSR velocity of the maser spot. “Combined” means the combined fitting (see section 4). Column 3: the parallax.
Columns 4–5: the proper motions in RA and Dec, respectively. Columns 6–7: the position offsets in RA and Dec, respectively, with respect to the delay tracking
center in table 1. Columns 8–9: the standard deviations of the post-fit residuals in RA and Dec, respectively.

Table 5. Observational estimation of the astrometric posi-

tion errors using the post-fit residual of the parallax

fitting.∗

σ res �θ the �θflo

Source (μas) (μas) (μas)

α δ α δ α δ

G135.28 26 33 20 16 16 28
G137.07 40 48 17 14 33 44
G200.08 27 33 16 17 21 27
G037.50 31 55 18 18 25 52
G037.82 38 66 17 19 34 63

∗Column 1: the source name. Columns 2–3: the standard deviation of the
post-fit residuals (σ res) in table 4, vLSR = −72.7 km s−1 for G135.28
and the combined fitting for the other four sources. Columns 4–5: the
position errors caused by the thermal noise (�θ the). Columns 6–7: the
error floor estimated by �θflo = √

(σ2
res − �θ2

the).

instrument. Therefore, we estimated the error floor for a
direct comparison between measurements regardless of the
thermal noise contribution. The error floor has been dis-
cussed in detail in subsection 5.2.

The weather condition is also expected to have a signif-
icant effect on the astrometric position error. For instance,
bad weather conditions in summer compared to winter
increases the system noise temperature and the tropospheric
zenith delay by a factor of 2–3. We investigated the effect of
such weather conditions on the astrometric position error,
using the post-fit residuals of the parallax fitting of the
five sources. For this, we divided the year into summer

(April to September) and winter (October to March) sea-
sons and derived the standard deviations of their post-fit
residuals to be 41 and 32 μas, respectively, indicating a
slight increase in the astrometric position error by a factor of
41/32 = 1.3.

The absolute proper motion of the maser spot, which
was persistent for at least two observations, was obtained
by the fitting of the linear motion and the position offset
origin. Then, the parallax was fixed at the value shown in
table 5. The distributions of the detected maser spots are
shown in figure 3. The maser spots are distributed on a scale
of ∼ 0.′′1. The average proper motion of all detected maser
spots is summarized in table 6. The error of the average
proper motion is the standard error (SE) calculated using
SE = σμ/

√
Nspot, where σμ is the standard deviation of the

proper motion. The residual vector obtained by subtracting
the average from the proper motion of each spot indicates
the internal motion of each spot, which is also shown in
figure 3. The internal motion velocities are approximately
5–30 km s−1 for each source. The average local standard of
rest (LSR) velocity and its standard error are also calcu-
lated and summarized in table 6, which is consistent within
2 km s−1 with the LSR velocity observed in the molecular
line of −72, −52, 34, 10, and 18 km s−1 for G135.28,
G137.07, G200.08, G037.50, and G037.82, respectively
(Wouterloot & Brand 1989; Bronfman et al. 1996). This
indicates that the proper motion, as well as the LSR velocity,
can be used to trace the systemic motion of the molecular
gas.
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Fig. 3. Maser spot map with the internal motion vector of G135.28, G137.07, G200.08, G037.50, and G037.82. The color shows the LSR velocity. The
map origin is the coordinate listed in table 2. The average internal motion velocity in units of mas yr−1 and km s−1 is shown by the black arrow in
the bottom right-hand corner of each panel. (Color online)

Table 6. Parallax, distance, proper motion, and LSR velocity.∗

π D μ̄α cos δ μ̄δ v̄LSR

Source (mas) (kpc) (mas yr−1) (mas yr−1) (km s−1)

G135.28 0.124 ± 0.011 8.1+0.8
−0.7 − 0.45 ± 0.20 0.09 ± 0.16 − 72.9 ± 1.6

G137.07 0.187 ± 0.016 5.4+0.5
−0.4 − 0.57 ± 0.16 − 0.01 ± 0.16 − 50.1 ± 0.4

G200.08 0.200 ± 0.017 5.0+0.5
−0.4 0.32 ± 0.14 − 0.14 ± 0.16 36.3 ± 0.6

G037.50 0.091 ± 0.016 11.0+2.3
−1.6 − 2.74 ± 0.18 − 5.49 ± 0.10 10.7 ± 2.6

G037.82 0.089 ± 0.020 11.2+3.3
−2.1 − 2.73 ± 0.12 − 5.53 ± 0.12 17.5 ± 0.8

∗Column 1: the source name. Column 2: the parallax obtained by the combined fitting. Column 3: the source distance from the Sun. Columns 4 and 5: the
average proper motions of H2O masers in RA and Dec, respectively. Column 6: the average LSR velocity of H2O masers.

5 Discussion

5.1 Error estimation in calibration

We estimated the post-fit residual, which is regarded as the
true position error in the VLBI astrometry, and found that
most of it originates in uncalibrated delay errors of the tro-
posphere, ionosphere, station position, and instrument. We
next attempted to identify the major source among them.
For this, we quantitatively estimated the position errors
caused by the troposphere (�θ tro), ionosphere (�θ ion),

station position (�θ sta), and instrument (�θ ins) under the
actual observational conditions. The simple theoretical esti-
mation under the single baseline has already been men-
tioned in section 1. However, in the actual observations,
the elevation angle, the hour angle, and the UV distance
change during the observations, and are also different in
each station and each baseline. Therefore, to estimate a
more realistic error under the actual observational condi-
tions, we performed an artificial offset analysis (Nagayama
et al. 2015), wherein an artificial delay offset was added to
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the observed visibility data and the positional change of the
maser spot was measured on the phase-referencing map.
Then, we obtained the error sensitivity of the effect of the
the delay error on the position error. We performed this
analysis on four error sources and five target sources. We
used the visibility data of the seventh epoch for G135.28
and G137.07, the fifth epoch for G200.08, and the second
epoch for G037.50 and G037.82. The results of individual
error sources are described in sub-subsections 5.1.1 to
5.1.4.

5.1.1 Troposphere
While the short-term tropospheric fluctuation can be cali-
brated by phase-referencing (i.e., applying the phase solu-
tion obtained by the reference source to the target source),
the long-term tropospheric delay difference between the
two sources still remains because of their separation on the
sky. This term is calibrated using the tropospheric zenith
delay and the tropospheric mapping function (see section
3). The tropospheric zenith delay error is estimated to be
10–20 mm from the comparisons of several estimations
from the GPS data, geodetic VLBI data, image-optimization
data, and grid meteorological data (Honma et al. 2008b;
Nagayama et al. 2015).

We investigate the propagation of tropospheric zenith
delay error (c�τ tro) to the astrometric-position error
(�θ tro). The artificial offset ranging from −60 to +60 mm
with a step of 20 mm was constantly added to the tropo-
spheric zenith delay of each station throughout the obser-
vation duration of 8 hr (no time variation). Then, the posi-
tional changes were obtained from the phase-referencing
maps. The offset range was set at a value that is approxi-
mately 10 times larger than the actual tropospheric zenith
delay error to obtain the exact position error sensitivity.
This trial was made for each station and target source.
The obtained positional changes are shown in figure 4a.
The position appears to linearly vary with the tropospheric
zenith delay offset. The slope in figure 4a was used to
obtain the position error sensitivity of the troposphere,
�θ tro/(c�τ tro), as shown in table 7. The obtained position
error sensitivity of each station is consistent with the theo-
retical one estimated using �θtro/(c�τtro) ≈ � sec Z/D from
the averaged � sec Z and the averaged baseline length D for
the observational duration. A detailed comparison between
the artificial offset analysis and the theoretical estimation
has been reported in Nagayama et al. (2015). Using the posi-
tion error sensitivity and adopting the tropospheric zenith
delay error of c�τ tro = 10 mm for each station (Nagayama
et al. 2015), the position error of the troposphere, �θ tro, was
obtained as shown in table 7. The total error for an array
was estimated to combine the errors for each station by the

root-sum-square (RSS). Table 8 summarizes the experi-
mentally estimated astrometric-position error for the array
using the artificial offset analysis.

The relation between the position error and the tropo-
spheric zenith delay error is theoretically given by the fol-
lowing expression:

�θtro ≈ c�τtro

D
· � sec Z. (2)

This equation is re-written as �θtro ≈ c�τtro/λ · � sec Z ·
θbeam, using the relation between the beam size, wave-
length, and the baseline length of θbeam ≈ λ/D. There-
fore, the position error should be proportional to � sec Z
and θbeam. The estimated position error in table 8 shows
that the smallest position error is

√
(�θ tro, α · �θ tro, δ) =

8 μas for G135.28, which is the source with the smallest
� sec Z ≈ 0.006 and the smallest θbeam ≈ 1 mas. Similarly,
the largest one is 48 μas for G037.82, which is the source
with the largest � sec Z ≈ 0.023 and the largest θbeam ≈
1.5 mas. The �θ tro value of the two sources varies by a
factor of (48 μas)/(8 μas) ≈ 6, which is due to the varia-
tion in the � sec Z value by a factor of 0.023/0.006 ≈ 4
and the θbeam value by a factor of (1.5 mas)/(1 mas) ≈ 1.5.
The � sec Z and θbeam values for each source are shown in
table 2. The error distribution in the RA and Dec direc-
tions is affected by the position angle of the source pair.
The position error in RA is larger for the east–west pairs of
G137.07 and G200.08, while that in Dec is larger for the
north–south pairs of G135.28, G037.50, and G037.82.

5.1.2 Ionosphere
The position error sensitivity of the ionosphere was
obtained using the same method as that of troposphere
to add the artificial offset ranging from −90 to +90 TECU
with a step of 30 TECU in the TEC. The obtained sensi-
tivity and the position error of the ionosphere are shown in
figure 4b, table 7, and table 8. The error of TEC is expected
to be 3–10 TECU (Ho et al. 1997). We conservatively take
10 TECU for each station. The position error caused by the
ionosphere was estimated to be 1–8 μas for each source,
which has little effect on our observations at the frequency
ν = 22 GHz, because its effect is reduced by ν−2. Based on
the equation using the ionospheric calibration mentioned
in section 3, the position error is expressed as follows:

�θion ≈ c�τion

D
· � sec Z′ = cre�Ie

2πν2 D
· � sec Z′. (3)

The relationship between the position error and the sep-
aration and position angles of the source pair is basically
similar to that of the troposphere, although there is a dif-
ference between the mapping functions of the ionosphere
(sec Z′) and the troposphere (sec Z).
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Fig. 4. Position error sensitivities of the (a) troposphere, (b) ionosphere, (c) station position, and (d) instrument obtained using the artificial offset
analysis. The data of G135.28, G137.07, G200.08, G037.50, and G037.82 are shown from top to bottom. Left- and right-hand panels show the RA and
Dec offsets, respectively. Red, green, blue, and cyan show MIZ, IRK, OGA, and ISG stations, respectively. The solid line shows the linear fitting. (Color
online)
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Table 7. Results of the artificial offset analysis.∗

Troposphere Ionosphere Station position Instrument

�θ/(c�τ ) �θ �θ/(c�τ ) �θ �θ/(c�τ ) �θ �θ/(c�τ ) �θ

(μas mm−1) (μas) (μas TECU−1) (μas) (μas mm−1) (μas) (μas mm−1) (μas)

Sta. α δ α δ α δ α δ α δ α δ α δ α δ

G135.28
MIZ 0.12 0.31 1.2 3.1 − 0.08 0.06 0.8 0.6 0.81 0.57 2.4 1.7 −56 −88 5.6 8.8
IRK − 0.21 − 0.10 2.1 1.0 − 0.06 0.02 0.6 0.2 0.44 0.18 1.3 0.5 69 −13 6.9 1.3
OGA 0.67 − 0.16 6.7 1.6 0.06 − 0.03 0.6 0.3 0.57 0.26 1.7 0.8 −90 40 9.0 4.0
ISG − 0.01 − 0.87 0.1 8.7 − 0.09 − 0.02 0.9 0.2 0.77 0.43 2.3 1.3 72 56 7.2 5.6
RSS 0.71 0.94 7.1 9.4 0.14 0.07 1.4 0.7 1.33 0.78 4.0 2.3 146 112 14.6 11.2

G137.07
MIZ − 1.55 1.46 15.5 14.6 0.19 0.01 1.9 0.1 1.30 1.69 3.9 5.1 −45 −93 4.5 9.3
IRK 0.16 − 0.62 1.6 6.2 − 0.03 0.03 0.3 0.3 0.62 0.29 1.8 0.9 40 −11 4.0 1.1
OGA 0.81 0.75 8.1 7.5 0.01 − 0.08 0.1 0.8 1.22 0.76 3.6 2.3 −88 51 8.8 5.1
ISG 2.97 − 1.73 29.7 17.3 − 0.29 − 0.02 2.9 0.2 1.69 1.24 5.1 3.7 90 51 9.0 5.1
RSS 3.45 2.46 34.5 24.6 0.35 0.09 3.5 0.9 2.53 2.25 7.6 6.7 140 118 14.0 11.8

G200.08
MIZ − 0.60 1.72 6.0 17.2 0.05 0.06 0.5 0.6 0.20 1.81 0.6 5.4 −8 −130 0.8 13.0
IRK − 0.08 − 0.09 0.8 0.9 − 0.05 0.05 0.5 0.5 0.80 0.61 2.4 1.8 72 −53 7.2 5.3
OGA 1.46 − 0.58 14.6 5.8 0.04 − 0.08 0.4 0.8 2.04 1.72 6.1 5.2 −152 125 15.2 12.5
ISG 0.76 − 0.54 7.6 5.4 − 0.12 − 0.04 1.2 0.4 1.31 0.85 3.9 2.5 88 59 8.8 5.9
RSS 1.75 1.90 17.5 19.0 0.14 0.12 1.4 1.2 2.56 2.71 7.7 8.1 190 197 19.0 19.7

G037.50
MIZ − 0.42 − 3.95 4.2 39.5 0.07 0.54 0.7 5.4 0.58 2.56 1.7 7.7 −27 −136 2.7 13.6
IRK 1.89 − 1.20 18.9 12.0 − 0.30 0.17 3.0 1.7 1.97 1.04 5.9 3.1 98 −53 9.8 5.3
OGA − 2.52 1.85 25.2 18.5 0.47 − 0.37 4.7 3.7 3.07 2.45 9.2 7.3 −160 128 16.0 12.8
ISG 1.04 0.85 10.4 8.5 − 0.31 − 0.16 3.1 1.6 1.50 1.21 4.5 3.6 75 67 7.5 6.7
RSS 3.34 4.60 33.4 46.0 0.64 0.70 6.4 7.0 3.99 3.89 12.0 11.7 204 205 20.4 20.5

G037.82
MIZ − 0.43 − 4.72 4.3 47.2 0.07 0.58 0.7 5.8 0.43 3.27 1.3 9.8 −27 −133 2.7 13.3
IRK 2.33 − 1.66 23.3 16.6 − 0.26 0.17 2.6 1.7 2.46 1.54 7.4 4.6 98 −61 9.8 6.1
OGA − 3.14 2.47 31.4 24.7 0.54 − 0.46 5.4 4.6 3.76 3.36 11.3 10.1 −152 138 15.2 13.8
ISG 1.23 0.93 12.3 9.3 − 0.33 − 0.13 3.3 1.3 1.88 1.34 5.6 4.0 83 56 8.3 5.6
RSS 4.12 5.66 41.2 56.6 0.69 0.77 6.9 7.7 4.89 5.11 14.7 15.3 200 209 20.0 20.9

∗Column 1: the station name. RSS means the root-sum-square of four stations. Columns 2–5: the positional error sensitivity [�θ/(c�τ )] and the positional error
(�θ) in RA (α) and Dec (δ) of the troposphere, respectively. Columns 6–9: those of the ionosphere. Columns 10–13: those of the station position. Columns
14–17: those of the instrument. The calibration error of each station is 10 mm for the tropospheric zenith delay, 10 TECU (8 mm at 22 GHz) for the ionospheric
TEC, 3 mm for the station position, and 0.1 mm for the dual-beam instrumental delay.

5.1.3 Station position
In VERA, the station position is measured by the monthly
geodetic observation and its error is estimated to be
c�τ sta = 3 mm (Jike et al. 2018). The artificial offset ranging
from −40 to +40 mm with a step of 20 mm was added to
the station position of (x, y, z) in the geocentric coordi-
nates. The results of the artificial-offset analysis are shown
in figure 4c, table 7, and table 8. The astrometric-position
error caused by the station position error was estimated to
be 3–15 μas for each source. It depends on the separation
angle between the target and the reference sources, as can
be seen from the following expression:

�θsta ≈ c�τsta

D
· θSA. (4)

5.1.4 Instrument
While the dual-beam receiving system of the VERA works
well for reducing phase fluctuations caused by the tropo-
sphere (Honma et al. 2003), the use of two independent
receivers causes an instrumental delay difference between
the dual beams. This difference is calibrated by injecting the
common noise source signal into the dual-beam receivers
and monitoring the correlation between the dual beams
during the observations. This calibration error is estimated
to be c�τ ins ∼ 0.1 mm (Honma et al. 2008a).

The artificial offset ranging from −0.6 to +0.6 mm with
a step of 0.2 mm was added to the calibration data of the
instrumental delay difference, and its error sensitivity and
position error were obtained as shown in figure 4d, table 7,
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Table 8. Experimental estimation of astrometric position errors for an array and a single epoch using the artificial-offset

analysis.∗

�θ tro �θ ion �θ sta �θ ins RSS
(μas) (μas) (μas) (μas) (μas)

Source α δ α δ α δ α δ α δ

G135.28 7 9 1 1 4 2 15 11 17 15
G137.07 34 25 4 1 8 7 14 12 38 28
G200.08 18 19 1 1 8 8 19 20 27 29
G037.50 33 46 6 7 12 12 20 21 41 52
G037.82 41 57 7 8 15 15 20 21 49 63

∗Column 1: the source name. Columns 2–9: the position error of the troposphere (�θ tro), the ionosphere (�θ ion), the station position (�θ sta), and the instrument
(�θ ins), in RA (α) and Dec (δ) directions, respectively. The calibration error of each station is 10 mm for the tropospheric zenith delay, 10 TECU (8 mm at
22 GHz) for the ionospheric TEC, 3 mm for the station position, and 0.1 mm for the dual-beam instrumental delay. Columns 10 and 11: the root-sum-square
(RSS) of four error sources, i.e., RSS = √

(�θ2
tro + �θ2

ion + �θ2
sta + �θ2

ins).
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Fig. 5. Position error budget of the VLBI astrometry. The value shown
in parentheses under the source name is the separation angle between
target and reference sources. (Color online)

and table 8. The position error is obtained to be 13–20 μas
and is constant within a factor of 1.5. It is proportional to
the beam size. The position error is given by

�θins ≈ c�τins

D
. (5)

5.2 Error budget

The position errors caused by the each error source in the
calibration were estimated in subsection 5.1 (table 8), while
that caused by the thermal noise was estimated in section 4
(table 5). Figure 5 shows the error budget estimated using
these position errors. We can find that the position error
of the troposphere is much larger than that of the other
error sources. In general, the position errors increase with
the separation angle, except for the contributions of the
thermal noise and the instrument.

We experimentally estimated the position errors of the
troposphere, the ionosphere, the station position, and the

Fig. 6. Comparison of the astrometric-position error between the exper-
imental estimation (RSS in table 8) and the observational one (the error
floor in table 5). The data of five target sources are plotted. The red,
blue, and black circles show the errors in RA, Dec, and their geometric
mean, respectively. (Color online)

instrument using the artificial-offset analysis. Furthermore,
we estimated the error floor, which represents the system-
atic position error except for the thermal noise contribu-
tion, using the post-fit residual of the parallax fitting. We
calculated the RSS of the position errors of the four error
sources and compared it with the error floor, as shown in
figure 6. These are consistent with each other, and the stan-
dard deviation of the difference between the RSS and the
error floor was calculated to be σ = 10 μas in both RA and
Dec directions. This consistency suggests that the effect of
any other error source is smaller than that of these four
error sources.

The error budget shows that the troposphere is the
dominant error source, and therefore it strongly affects
the error floor. In this case, the error floor is expected
to depend on � sec Z. Figure 7 shows the dependence of
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Fig. 7. � sec Z dependence of the error floor. The data of five target
sources are plotted. The dashed line shows the theoretical equation of
�θtro ≈ c�τtro/D · � sec Z ≈ 1800 · � sec Z [μas], when the tropospheric
zenith delay error is c�τ tro = 20 mm and the baseline length is D =
2300 km. The solid curve shows the root-sum-square of the troposphere
and instrument, i.e.,

√
(�θ2

tro + �θ2
ins) in the case of �θ ins ≈ 16 μas.

� sec Z obtained using the � sec Z in table 2 and the error
floor in table 5. We found that the error floor increases
in proportion with � sec Z, and could be approximately
estimated using equation (2): �θtro ≈ c�τtro/D · � sec Z ≈
1800 · � sec Z [μas], when the tropospheric zenith delay
error is c�τ tro = 20 mm (Honma et al. 2008b) and VERA’s
maximum baseline length is D = 2300 km. However, note
that the contribution of the instrument, which is the second
largest error source, cannot be ignored for � sec Z ≤ 0.01.
This effect of the instrument is almost constant at θ ins ≈
16 μas for any source pair (see sub-subsection 5.1.4). The
RSS of �θ ins ≈ 16 μas and �θtro ≈ 1800 · � sec Z [μas],√

(�θ2
tro + �θ2

ins), as shown in the solid curve in figure 7, is
consistent with the error floor for � sec Z ≤ 0.01.

For the source pair whose � sec Z is smaller than 0.01,
the error floor is smaller than 25 μas. Because the mon-
itoring observations of ∼10 epochs during the observing
period of ∼2 years can statistically reduce the parallax error
by a factor of 2–3, compared with the position error in each
epoch, we can achieve the parallax precision of the 10 μas
level. For example, � sec Z ≤ 0.01 is provided by a set of
the small separation of θSA ≤ 0.◦5 and the high elevation of
EL ≥ 50◦. Among the five target sources, G135.28 satis-
fies this condition, which is the current best performance of
VERA’s astrometry.

We futher argue that the equation �θtro ≈ 1800 · � sec Z
[μas] is also valid for the astrometric position error estima-
tion of lower elevation sources (EL < 50◦). We referred
to the VERA observations of Orion KL (Nagayama et al.

2020) and Sgr A∗ (Oyama et al. 2020) as examples of lower
elevation sources. The � sec Z of Orion KL and Sgr A∗ were
calculated to be 0.055 and 0.065, respectively, which are
2–10 times larger than those of the five sources presented in
this paper. Their position errors are theoretically estimated
using the above equation to be 100 and 120 μas, respec-
tively. On the other hand, the error floors of Orion KL and
Sgr A∗ are estimated from the post-fit residual of the par-
allax fitting to be 80 and 130 μas, respectively (Nagayama
et al. 2020; Oyama et al. 2020). These values are consistent
with the theoretical values.

5.3 Maser spot structure

The error floor estimated from the post-fit residual is consis-
tent with the RSS of the position errors caused by the tropo-
sphere, ionosphere, station position, and instrument at the
10 μas level. Therefore, the effect of the maser spot struc-
ture would be smaller than ∼10 μas for our five observed
sources. The maser spot structures shown in figure 2 appear
to be compact and point-like. The time variations of the
peak intensity are smaller than 30% except G137.07. This
stable intensity may be related to the stable spatial structure.
The position error caused by the maser turbulent motion
of 0.5 km s−1 is roughly estimated to be ∼ 10% of the par-
allax (Honma et al. 2010; VERA Collaboration 2020), cor-
responding to 9–20 μas for our five observed sources. This
is consistent with the above estimation.

5.4 Parallax comparison of G135.28

We measured the parallax of G135.28 to be 0.124 ±
0.011 mas (8.1+0.8

−0.7 kpc). The parallax of this source was
also measured by the VLBA H2O maser observations to
be 0.167 ± 0.006 mas (6.0 ± 0.2 kpc) (Hachisuka et al.
2009). It should be noted that the difference between the
two measurements is 0.043 ± 0.013 mas (3.3σ ), and is sta-
tistically significant. The kinematic distance was estimated
using a Monte Carlo method to be 7.34+1.26

−1.51 kpc (Wenger
et al. 2018), which is consistent not only with this work but
also with Hachisuka et al. (2009). We cannot estimate the
precise parallax of this source using Gaia DR2 (Gaia Col-
laboration 2018) because of its large error. The parallaxes
of the five sources within a 10′′ radius with respect to the
H2O maser position were measured using Gaia DR2 to be
0.79 ± 0.77, 0.45 ± 2.00, −0.12 ± 0.48, 0.40 ± 0.48, and
−0.13 ± 0.22 mas.

6 Conclusion

We evaluated the performance of VERA in VLBI phase-
referencing astrometry, through the parallax measurements
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of five distant star-forming regions. The results are
follows:

(1)The parallaxes of the five star-forming regions were mea-
sured to be 0.089–0.200 mas (distances of 5–11 kpc)
with 10%–20% uncertainties.

(2)We created the error budget of the position measure-
ment using the VLBI phase-referencing observations, and
found that the troposphere is the dominant error source.

(3)The position error depends on � sec Z, which can be
approximately estimated by �θ = c�τtro/D · � sec Z ≈
1800 · � sec Z [μas]. Here, c�τ tro = 20 mm is the tro-
pospheric zenith delay error and D = 2300 km is the
maximum baseline length of VERA.

(4)The parallax precision of 10 μas could be achieved
for the source pair with � sec Z ≤ 0.01 using the cur-
rent observation and calibration methods of VERA. For
example, � sec Z ≤ 0.01 is provided by the condition at
the close separation of θSA ≤ 0.◦5 and the high elevation
of EL ≥ 50◦.
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