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Abstract

The Crab nebula originated from a core-collapse supernova (SN) explosion observed
in 1054 AD. When viewed as a supernova remnant (SNR), it has an anomalously low
observed ejecta mass and kinetic energy for an Fe-core-collapse SN. Intensive searches
have been made for a massive shell that solves this discrepancy, but none has been
detected. An alternative idea is that SN 1054 is an electron-capture (EC) explosion with
a lower explosion energy by an order of magnitude than Fe-core-collapse SNe. X-ray
imaging searches were performed for the plasma emission from the shell in the Crab
outskirts to set a stringent upper limit on the X-ray emitting mass. However, the extreme
brightness of the source hampers access to its vicinity. We thus employed spectroscopic
technique using the X-ray micro-calorimeter on board the Hitomi satellite. By exploiting
its superb energy resolution, we set an upper limit for emission or absorption features
from as yet undetected thermal plasma in the 2–12 keV range. We also re-evaluated the
existing Chandra and XMM-Newton data. By assembling these results, a new upper limit
was obtained for the X-ray plasma mass of � 1 M� for a wide range of assumed shell
radius, size, and plasma temperature values both in and out of collisional equilibrium. To
compare with the observation, we further performed hydrodynamic simulations of the
Crab SNR for two SN models (Fe-core versus EC) under two SN environments (uniform
interstellar medium versus progenitor wind). We found that the observed mass limit
can be compatible with both SN models if the SN environment has a low density of
� 0.03 cm−3 (Fe core) or � 0.1 cm−3 (EC) for the uniform density, or a progenitor wind
density somewhat less than that provided by a mass loss rate of 10−5 M� yr−1 at 20 km s−1

for the wind environment.

Key words: instrumentation: spectrographs — ISM: individual (Crab nebula) — ISM: supernova remnants —
methods: observational

1 Introduction

Out of some 4001 Galactic supernova remnants (SNRs)
detected in X-rays and γ -rays (Ferrand & Safi-Harb 2012),
about 10% of them lack the shell that is one of the defining
characteristics of SNRs. They are often identified instead as
pulsar wind nebulae (PWNe), systems that are powered by
the rotational energy loss of a rapidly rotating neutron star
generated as a consequence of a core-collapse supernova
(SN) explosion.

The lack of a shell in these sources deserves wide atten-
tion, since it is a key to unveiling the causes behind the
variety of observed phenomena in SNRs. In this pursuit,
it is especially important to interpret observations in the
context of the evolution from SNe to SNRs, not just a
taxonomy of SNRs. Observed results of SNRs do exhibit
imprints of their progenitors, explosion mechanisms, and
surrounding environment (Hughes et al. 1995; Yamaguchi
et al. 2014a). Recent rapid progress in simulation studies of
the stellar evolution of progenitors, SN explosions, and the

1 See 〈http://www.physics.umanitoba.ca/snr/SNRcat/〉 for the high-energy cata-
logues of SNRs and the latest statistics.

hydrodynamic development of SNRs makes it possible to
gain insights about SNe from SNR observations.

The Crab nebula is one such source. It is an observa-
tional standard for X-ray and γ -ray flux and time (Kirsch
et al. 2005; Jahoda et al. 2006; Terada et al. 2008; Kaastra
et al. 2009; Weisskopf et al. 2010; Madsen et al. 2015). As
a PWN, the Crab exhibits typical X-ray and γ -ray lumi-
nosities for its spin-down luminosity (Possenti et al. 2002;
Mattana et al. 2009; Kargaltsev et al. 2012) and a typical
morphology (Ng & Romani 2008; Bamba et al. 2010).
It has also played many iconic roles in the history of
astronomy, such as giving observational proof (Staelin &
Reifenstein 1968; Lovelace et al. 1968) for the birth of
a neutron star in SN explosions (Baade & Zwicky 1934)
and linking modern and ancient astronomy by its associa-
tion with a historical SN in 1054 documented primarily in
Oriental records (Lundmark 1921; Stephenson &
Green 2002; Rudie et al. 2008).

This astronomical icon, however, is known to be anoma-
lous when viewed as an SNR. Besides having no detected
shell, it has an uncomfortably small observed ejecta mass
of 4.6 ± 1.8 M� (Fesen et al. 1997), kinetic energy of
� 1 × 1050 erg (Davidson & Fesen 1985), and a maximum
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velocity of only 2500 km s−1 (Sollerman et al. 2000), all
of which are far below the values expected for a typical
core-collapse SN.

One idea to reconcile this discrepancy is that there
is a fast and thick shell yet to be detected, which car-
ries a significant fraction of the mass and kinetic energy
(Chevalier 1977). If the free expansion velocity is
104 km s−1, the shell radius has grown to 10 pc over 103 yr.
Intensive attempts have been made to detect such a shell
with radio (Frail et al. 1995), Hα (Tziamtzis et al. 2009),
and X-ray observations (Mauche & Gorenstein 1985; Pre-
dehl & Schmitt 1995; Seward et al. 2006), but without
success.

Another idea is that the SN explosion was indeed anoma-
lous to begin with. Nomoto et al. (1982) proposed that
SN 1054 was an electron-capture (EC) SN, which is caused
by the endothermic reaction of electrons captured in an
O–Ne–Mg core, in contrast to the photo-dissociation in
an Fe core for the normal core-collapse SN. Electron-
capture SNe are considered to be caused by an intermediate
(8–10 M�) mass progenitor in the asymptotic giant branch
(AGB) phase. Simulations based on first-principle calcula-
tions (Kitaura et al. 2006; Janka et al. 2008) show that an
explosion takes place with a small energy of ∼1050 erg, pre-
sumably in a dense circumstellar environment, as a result of
mass loss caused by a slow but dense stellar wind. This idea
matches well with the aforementioned observations of the
Crab, plus the richness of the He abundance (MacAlpine
& Satterfield 2008), an extreme brightness in the histor-
ical records (Sollerman et al. 2001; Tominaga et al. 2013;
Moriya et al. 2014), and the observed nebular size (Yang &
Chevalier 2015). If this is the case, we should rather search
for the shell much closer to the Crab.

The X-ray band is most suited to searching for the
thermal emission from the 106–108 K plasma expected from
the shocked material forming a shell. In the past, tele-
scopes with a high spatial resolution were used to set an
upper limit on the thermal X-ray emission from the Crab
(Mauche & Gorenstein 1985; Predehl & Schmitt 1995;
Seward et al. 2006). High-contrast imaging is required to
minimize the contamination by scattered X-rays by the tele-
scope itself and the interstellar dust around the Crab. Still,
the vicinity of the Crab is inaccessible with these imaging
techniques because of the overwhelmingly bright and non-
uniform flux of the PWN.

Here, we present the result of a spectroscopic search
for the thermal plasma using the soft X-ray spectrometer
(SXS) on board the Hitomi satellite (Takahashi et al. 2016).
The SXS is a non-dispersive high-resolution spectrom-
eter, offering high-contrast spectroscopy to discriminate the
thermal emission or absorption lines from the bright fea-
tureless spectrum of the PWN. This technique allows access

to the Crab’s vicinity and is complementary to the existing
imaging results.

The goals of this paper are (1) to derive a new upper
limit with the spectroscopic technique for the X-ray emit-
ting plasma, (2) to assemble the upper limits by various
techniques evaluated under the same assumptions, and (3)
to compare with the latest hydrodynamic (HD) calculations
to examine if any SN explosion and environment models are
consistent with the X-ray plasma limits. We start with the
observations and the data reduction of the SXS in section 2,
and present the spectroscopic search results of both the
absorption and emission features by the thermal plasma in
section 3. In section 4, we derive the upper limits on the
physical parameters of the SN and the SNR using both the
results presented here and existing results in the literature,
and compare with our HD simulations to gain insight into
the origin of SN 1054.

2 Observations and data reduction

2.1 Observations

The SXS is a high-resolution X-ray spectrometer based on
X-ray micro-calorimetry (Kelley et al. 2016). The HgTe
absorbers placed in a 6 × 6 array absorb individual X-ray
photons collected by the X-ray telescope, and the tempera-
ture increase of the Si thermometer is read out as a change
in its resistance. Because of the very low heat capacity of
the sensor controlled at a low temperature of 50 mK, a
high spectral resolution is achieved over a wide energy
range. The SXS became the first X-ray micro-calorimeter
to have made observations of astronomical sources in
orbit, and proved its excellent performance despite its short
lifetime.

The Crab was observed on 2016 March 25 from
12:35 to 18:01 UT with the SXS. This turned out to
be the last data set collected before the tragic loss
of the spacecraft the next day. The observation was
performed as a part of the calibration program, and
we utilize the data to present scientific results in this
paper.

Figure 1 shows the 3.′0 × 3.′0 field of view on top of
a Chandra Advanced CCD Imaging Spectrometer (ACIS)
image. The scale corresponds to 1.9 pc at a distance of
2.2 kpc (Manchester et al. 2005). This covers a significant
fraction of the observed elliptical nebula with a diameter
of 2.9 × 4.4 pc (Hester 2008). The SXS was still in the
commissioning phase (Tsujimoto et al. 2017), and some
instrumental setups were non-nominal. Among them, the
gate valve status was most relevant for the results presented
here. The valve was closed to keep the Dewar in a vacuum
on the ground, and was planned to be opened when we
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Fig. 1. Field of view of the SXS superimposed on the Chandra ACIS
image after correcting for the readout streaks (Mori et al. 2004). The
6 × 6 pixels are shown with the top left corner uncovered for the cali-
bration pixel. The numbers indicate the live time fraction only for pixels
less than 0.980. The astrometry of the SXS events can be displaced
by 20.′′6 at 1 σ when the star tracker is unavailable. The position of the
pulsar (Lobanov et al. 2011) and the halo center (Seward et al. 2006) are
respectively shown with the cross and the plus signs.

confirmed the initial outgassing had ceased in the space-
craft. This observation was made before this operation. As
a result, the attenuation by a ∼260 μm Be window of the
gate valve (Eckart et al. 2016) limited the SXS bandpass
to above ∼2 keV, which would otherwise extend down to
∼0.1 keV.

The instrument had reached thermal equilibrium by
the time of the observation (Fujimoto et al. 2017; Noda
et al. 2017). The detector gain was very stable except for
the passage of the South Atlantic anomaly. The previous
recycle operation of the adiabatic demagnetization refrig-
erators was started well before the observation at 10:20 on
March 24, and the entire observation was within its 48 hr
hold time (Shirron et al. 2016). The energy resolution was
4.9 eV measured with the 55Fe calibration source at 5.9 keV
for the full width at half maximum (Porter et al. 2016;
Kilbourne et al. 2016; Leutenegger et al. 2016). This superb
resolution is not compromised by the extended nature of the
Crab nebula for being a non-dispersive spectrometer.

The actual incoming flux measured with the SXS was
equivalent to ∼0.3 Crab in the 2–12 keV band due to the
extra attenuation by the gate valve. The net exposure time
was 9.7 ks.

2.2 Data reduction

We started with the cleaned event list produced by
the pipeline process version 03.01.005.005 (Angelini
et al. 2016). Throughout this paper, we use the HEA-
Soft and CALDB release on 2016 December 22 for the
Hitomi collaboration. Further screening against spurious
events was applied based on the energy versus pulse rise
time. Screening based on the time clustering of multiple
events was not applied; it is intended to remove events hit-
ting the out-of-pixel area, but a significant number of false
positive detections are expected for high count rate obser-
vations like this.

Due to the high count rate, some pixels at the array
center suffer dead time (figure 1; Ishisaki et al. 2016).
Still, the observing efficiency of ∼72% for the entire array
is much higher than conventional CCD X-ray spectrom-
eters. For example, Suzaku XIS (Koyama et al. 2007)
requires a 1/4 window + 0.1 s burst clocking mode to
avoid pile-up for a 0.3 Crab source, and the efficiency is
only ∼5%. Details of the dead time and pile-up corrections
are described in a separate paper. We only mention here that
these effects are much less serious for the SXS than CCDs,
primarily due to a much faster sampling rate of 12.5 kHz
and a continuous readout.

The source spectrum was constructed in the 2–12 keV
range at a resolution of 0.5 eV bin−1. Events not con-
taminated by other events close in time (graded as Hp
or Mp; Kelley et al. 2016) were used for better energy
resolution. All pixels were combined. The redistribution
matrix function was generated by including the energy
loss processes from escaping electrons and fluorescent X-
rays. The half-power diameter of the telescope is 1.′2
(Okajima et al. 2016). The SXS has only a limited imaging
capability, and we do not attempt to perform a spa-
tially resolved spectroscopic study in this paper. The SXS
does have a timing resolution to resolve the 34 ms pulse
phase, but we do not attempt a phase-resolved study either
as only a small gain in the contrast of thermal emis-
sion against the pulse emission is expected; the unpulsed
emission of a ∼90% level of averaged count rate can
be extracted at a compensation of ∼2/3 of the exposure
time.

The total number of events in the 2–12 keV range is
7.6 × 105. The background spectrum, which is dominated
by the non-X-ray background, was accumulated using the
data when the telescope was pointed toward the Earth.
The non-X-ray background is known to depend on the
strength of the geomagnetic field strength at the position
of the spacecraft within a factor of a few. The history of the
geomagnetic cut-off rigidity during the Crab observation
was taken into consideration to derive the background rate
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as 8.6 × 10−3 s−1 in the 2–12 keV band. This is negligible
at ∼10−4 of the source rate.

3 Analysis

To search for signatures of thermal plasma, we took
two approaches. One is to add a thermal plasma emis-
sion model, or to multiply by a thermal plasma absorp-
tion model, with the best-fit continuum model with an
assumed plasma temperature, which we call plasma search
(subsection 3.1). Here, we assume that the feature is domi-
nant either as emission or absorption. The other is a blind
search of emission or absorption lines, in which we test the
significance of an addition or a subtraction of a line model
upon the best-fit continuum model (subsection 3.2). For the
spectral fitting, we used the Xspec package version 12.9.0u
(Arnaud 1996). The statistical uncertainties are evaluated
at 1 σ unless otherwise noted.

3.1 Plasma search

3.1.1 Fiducial model
We first constructed the spectral model for the entire energy
band. The spectrum was fitted reasonably well with a single
power-law model with an interstellar extinction, which
we call the fiducial model. Hereafter, all the fitting was
performed for unbinned spectra based on the C statistics
(Cash 1979). For the extinction model by cold matter, we
used the tbabs model version 2.3.22 (Wilms et al. 2000).
We considered extinction by interstellar gas, molecules, and
dust grains, with the parameters fixed at the default values
of the model except for the total column density. The SXS is
capable of resolving the fine structure of absorption edges,
which is not included in the model, except for O K, Ne K,
and Fe L edges. This, however, does not affect the global
fitting, as the depths of other edges are shallow for the Crab
spectrum.

We calculated the effective area assuming a point-like
source at the center of the SXS field. The nebula size is no
larger than the point spread function. Figure 2 shows the
best-fit model, while table 1 summarizes the best-fit param-
eters for the extinction column by cold matter (N(cold)

H ), the
power-law photon index (�), and the X-ray flux (FX). The
ratio of the data to the model shows some broad features,
which are attributable to the inaccuracies of the calibration
including the mirror Au M and L edge features, the gate
valve transmission, the line spread function, ray-tracing
modeling accuracies, etc. (Tsujimoto et al. 2018). In this
paper, therefore, we constrain ourselves to searching for
lines that are sufficiently narrow to decouple with these

2 See 〈http://pulsar.sternwarte.uni-erlangen.de/wilms/research/tbabs/〉 for details.
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Fig. 2. Best-fit fiducial model to the background-subtracted spectra
binned only for display purpose. The top panel shows the data with
crosses and the best-fit model with solid lines. The bottom panel shows
the ratio to the fit.

Table 1. Best-fit parameters of the global fitting.

Parameter∗ Best fit

N(cold)
H 1021 cm−2 4.6 (4.1–5.0)

� 2.17 (2.16–2.17)
FX erg s−1 cm−2† 1.722 (1.719–1.728) × 10−8

Red-χ2/d.o.f. 1.34/19996

∗The errors indicate a 1 σ statistical uncertainty.
†The absorption-corrected flux at 2–8 keV.

broad systematic uncertainties. This is possible only with
high-resolution spectrometers.

3.1.2 Plasma emission
For the thermal plasma emission, we assumed the opti-
cally thin collisional ionization equilibrium (CIE) plasma
model and two non-CIE deviations from it. All the calcu-
lations were based on the atomic database ATOMDB (Foster
et al. 2012) version 3.0.7. We assumed the solar abundance
(Wilms et al. 2000). This gives a conservative upper limit
for plasma with a super-solar metallicity when they are
searched using metallic lines.

First, we used the apec model (Smith et al. 2001) for
the CIE plasma, in which the electron, ion, and ioniza-
tion temperatures are the same. Neither bulk motion nor
turbulence broadening was considered, but thermal broad-
ening was taken into account for the lines. For each varying
electron temperature (table 2), we selected the strongest
emission line in the 10 non-overlapping 1 keV ranges in
the 2–12 keV band. For each selected line, we first fitted
the ±50 eV range around the line with a power-law model,
then added the plasma emission model to set the upper
limit of the volume emission measure (Y) of the plasma.
Both power-law and plasma emission models were attenu-
ated by an interstellar extinction model of a column density
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Table 2. Investigated parameter space.

Parameter Unit Description Total§ Cases§

Te keV Electron temperature 21 0.1–10 (0.1 dex step)
log (net)∗ s cm−3 Ionization age 8 10.0–13.5 (0.5 step)
vi/c∗† Thermal broadening of lines 5 0.001, 0.002, 0.005, 0.01, 0.02
�R/R‡ Shell fraction 6 0.005, 0.01, 0.05, 0.083 (=1/12), 0.10, 0.15

∗The parameter is searched only for the plasma emission (sub-subsection 3.1.2).
†The ion type i has a velocity vi, and thus has a temperature of Ti = mi v

2
i /kB, in which mi is the mass of the ion. In the case of Si and Fe, the cases

correspond to TSi < 12 MeV and TFe < 21 MeV.
‡The value 1/12 is for the self-similar solution (Sedov 1959), and 0.15 follows preceding work (Frail et al. 1995; Seward et al. 2006).
§The adopted parameters (Cases) and the total number of cases (Total) are shown.

Fig. 3. Three-sigma statistical upper limits of the volume emis-
sion measure (Y) for the assumed electron temperature for selected
parameters (table 2): (a) CIE, (b) broadened lines by vi = (1.5,
3.0, and 6.0) × 103 km s−1, and (c) non-equilibrium cases with
log (nt cm−3 s) = 10.5, 11.5, and 12.5. The names of the ions giving
the strongest emission line for (a) at each temperature are shown at the
top. (Color online)

fixed at the fiducial value (table 1). We expect some sys-
tematic uncertainty in the N(cold)

H value due to incomplete
calibration at low energies. The best-fit value in the fiducial
model (table 2) tends to be higher than those in the literature
(Kaastra et al. 2009; Weisskopf et al. 2010) by 10%–30%.
A 10% decrease in the value leads to <10% decrease of Y
for temperatures >1 keV. The normalization of the plasma
model was allowed to vary both in the positive and negative
directions so as not to distort the significance distribution.
The results for selected cases are shown in figure 3.

Deviation from the thermal equilibrium is seen in SNR
plasmas (Borkowski et al. 2001; Vink 2012), especially
for young SNRs expanding in a low-density environ-
ment. We considered two types of deviation. One is non-
equilibrium ionization (NEI) using the nei model (Smith &
Hughes 2010). This code calculates the collisional ioniza-
tion as a function of the ionization age (net), and accounts
for the difference between the ionization and electron tem-
peratures. The electron temperature is assumed constant,

which is reasonable considering that some SNRs show evi-
dence of collision-less instantaneous electron heating at the
shock (Yamaguchi et al. 2014b). We took the same proce-
dure with the CIE plasma for the net values listed in table 2,
and derived the upper limit of Y.

Another non-CIE deviation is that the electron and ion
temperatures are different. More massive ions are expected
to have a higher temperature than less massive ions and
electrons, and hence are more thermally broadened before
reaching equilibrium. We derived the upper limit of Y for
several values of the ion’s thermal velocity vi (table 2). In
this model, the continuum fit was performed over an energy
range of the smaller of the two: ±(3 × Evi/c or 50) eV cen-
tered at the line energy E, so as to decouple the continuum
and line fitting when vi is large.

3.1.3 Plasma absorption
A similar approach was taken for deriving the upper limit
for the absorption column by a thermal plasma. We used the
hotabs model (Kallman & Bautista 2001) and only consid-
ered the CIE plasma. At each assumed electron temperature
(table 2), we selected the strongest absorption line in the 10
non-overlapping 1 keV ranges in the 2–12 keV band. For
each selected line, we first fitted the ±50 eV range around
the line with a power-law model, then multiplied the plasma
absorption model to set the upper limit of the hydrogen-
equivalent absorption column (N(hot)

H ) by the plasma. The
result is shown in figure 4.

3.1.4 Example in the Fe K band
For the emission, the resultant upper limit of Y is less con-
strained for plasma with lower temperatures. At low tem-
peratures, strong lines are at energies below 2 keV, in which
the SXS has no sensitivity as the gate valve was not opened.
For increasing temperatures above ∼0.5 keV, S-Heα, Ar-
Heα, or Fe-Heα are used to set the limit. The most stringent
limit is obtained at the maximum formation temperature
(∼5 keV) of the Fe-Heα line. For NEI plasma with a low
ionization age (1010.5 s cm−3), He-like Fe ions have not been
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formed yet and thus the limit is not stringent. Conversely, at
an intermediate ionization age (1011.5 s cm−3), Fe is not fully
ionized yet, thus Fe-Heα can give a strong upper limit even
for electron temperatures of ∼10 keV. At 1012.5 s cm−3, the
result is the same with the CIE plasma, as expected.

Figure 5 shows a close-up view of the fitting around the
Fe-Heα line for the case of the 3.16 keV electron tempera-
ture. Overlaid on the data, models are shown in addition
to the best-fit power-law continuum model. Also shown
is the expected result by a CCD spectrometer, with which

Fig. 4. Three-sigma statistical upper limits of the hydrogen-equivalent
extinction column (N(hot)

H ) by the CIE plasma for the assumed electron
temperature. The names of the ions giving the strongest absorption line
at each temperature are shown at the bottom.

the levels detectable easily with the SXS would be indistin-
guishable from the continuum emission. This demonstrates
the power of an X-ray micro-calorimeter for weak features
from extended sources. The expected energy shifts for a
bulk velocity of ±103 km s−1, or ±22.4 eV, are shown. The
data quality is quite similar in this range, thus the result
is not significantly affected by a possible gain shift (�1 eV;
Hitomi Collaboration 2016) or a single bulk velocity shift.

3.2 Blind search

We searched for emission or absorption line features at
an arbitrary line energy in the 2–12 keV range. We made
trials at 20000 energies separated by 0.5 eV. The trials were
repeated for a fixed line width corresponding to a velocity of
v = 0, 20, 40, 80, 160, 320, 640, and 1280 km s−1. For each
set of line energy and width, we fitted the spectrum with a
power-law model locally in the energy range 3–20 σ E(E) on
both sides of the trial energy E. Here, the unit of the fitting
range σ E(E) is determined as

σE(E) =
√

[E(v/c)]2 + [�Edet(E)]2, (1)

in which �Edet(E) is the 1 σ width of the Gaussian core of
the detector response (Leutenegger et al. 2016). With this
variable fitting range, we can test a wide range of line ener-
gies and widths. After fixing the best-fit power-law model,

Fig. 5. Close-up view around the Fe-Heα resonance line. Over the unbinned spectrum (gray plus signs), several models are shown: the best-fit
continuum model (black dashed), and the emission (solid) and absorption (dashed) by a 3.16 keV CIE plasma with 3 σ upper limits (blue) corresponding
to Y = 2.1 × 1057 cm−3 for emission and N(hot)

H = 7.9 × 1020 cm−2 for absorption. Ten times the absorption value is also shown in green (SXS) and
purple (convolved with a Suzaku XIS response). (Color online)
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Fig. 6. Distribution of significance [equation (2)] for different assumed
velocities in different colors. The distribution is fitted by a single Gaus-
sian model, and its best-fit parameters are shown in the legend as
(center/width). The vertical dotted lines indicate the 5 σ level of the best-
fit Gaussian distribution. (Color online)

we added a Gaussian model allowing both positive and neg-
ative amplitudes respectively for emission and absorption
lines and refitted in the 0–20 σ E range on both sides. The
detection significance was evaluated as

σ = Nline√
�N2

line + (Nline�Icont/Icont)2
, (2)

in which Nline and �Nline are the best-fit and 1 σ statistical
uncertainty of the line normalization in units of s−1 cm−2,
whereas Iline and �Iline are those of the continuum intensity
in units of s−1 cm−2 keV−1 at the line energy.

Figure 6 shows the distribution of the significance. All
are reasonably well fitted by a single Gaussian distribution.
We tested several different choices of fitting ranges and
confirmed that the overall result does not change. Above a
5 σ level (0.01 false positives expected for 20000 trials) of
the best-fit Gaussian distribution, no significant detection
was found except for (1) several detections of absorption
in the 2.0–2.2 keV energy range for a wide velocity range,
and (2) a detection of absorption at ∼9.48 keV for 160
and 320 km s−1. The former is likely due to the inaccurate
calibration of the Au M edges of the telescope. For the latter,
no instrumental features or strong atomic transitions are
known around this energy. However, we do not consider
this to be robust as it escapes detection only by changing
the fitting ranges.

The equivalent width, EW = Nline/Icont, was derived for
every set of the line energy and width along with their 3 σ

statistical uncertainty (figure 7). The 3 σ limit of EW at
6.4 keV is � 2 eV. We would expect the Fe fluorescence
line with EW = α(��/4π)(N′

H/1022 cm−2) eV, in which
α ∼ 2.8 for the Crab’s power-law spectrum (Krolik &
Kallman 1987). �� and N′

H are, respectively, the subtended

Fig. 7. Three-sigma range of the equivalent width for different assumed
velocities. The curves are obtained by convolving the fitting result at
each energy bin with a low-pass filter. The structure at 11.9 keV is due
to the Au Lα3 absorption edge by the telescope. (Color online)

angle and the H-equivalent column of the fluorescing matter
around the incident emission. Assuming �� = 4π and
N′

H < 0.32 × 1022 cm−2, which is the measured value in the
line of sight inclusive of the ISM (Mori et al. 2004), the
expected EW is consistent with the upper limit by the SXS.

4 Discussion

In subsection 4.1, we convert the upper limit of Y or N(hot)
H

with the SXS into that of the plasma density (nX) by making
several assumptions. In subsection 4.2, we re-evaluate the
data by other methods in the literature under the same
assumptions to assemble the most stringent upper limit of
nX for various ranges of the parameters. In subsection 4.3,
we perform an HD calculation for some SN models and
verify that the searched parameter ranges are reasonable.
In subsection 4.4, we compare the HD result with observed
limits.

4.1 Constraints on the plasma density with SXS

To convert the upper limits of Y and N(hot)
H of the thermal

plasma into those of the X-ray emitting plasma density (nX),
we assume the plasma is uniform in a spherically sym-
metric shell in a range of R to R + �R from the center.
We assumed several shell fraction (�R/R) values (table 2).
For simplicity, the electron and ion densities are the same,
and all ions are hydrogen. This gives a conservative upper
limit for the plasma mass.

We first use the upper limit of the plasma emission. The
density is nX = √

Y/Vobs, in which Vobs is the observed emit-
ting volume. Some selected cases are shown in figure 8
(thick solid and dashed curves). If the SXS square field
of view with θSXS = 3.′0 covers the entire shell at R < 3.′0,
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Fig. 8. Upper limits to the plasma density for several selected electron
temperatures of CIE (solid) and NEI with net = 1010.5 s cm−3 (dotted)
plasmas as a function of the assumed shell radius for the SXS (thick) and
ACIS (thin; Seward et al. 2006) when the shell fraction is �R/R = 0.05.
The observed limits move vertically when the shell fraction is changed
by the scaling shown in the figure. The effective area for the projected
shell distribution is shown with green points with statistical uncertain-
ties by the ray-tracing simulations, which is smoothed (green dashes)
by the Savitzky and Golay (1964) method to use for the correction. The
star marks are the expected limits with off-source pointing with the SXS
at 2.6 and 4.1 pc for CIE of different temperatures. (Color online)

Vobs ∼ 4πR2�R. If the field is entirely contained in the shell
at R > 2.′1, Vobs should be replaced with ∼(Dθ SXS)2�R, in
which D is the distance to the source. These approximations
at the two ends make a smooth transition.

Here, we made a correction for the reduced effective
area for the extended structure of the shell. As R increases
within the SXS field of view, the effective area averaged over
the view decreases as more photons are close to the field
edges. This effect is small in the case of the Crab because
the central pixels suffer dead time due to the high count
rate (figure 1). In fact, a slightly extended structure up to
R ∼ 1.′2 has a larger effective area than a point-like distri-
bution. As R increases beyond the field, the emission within
the field becomes closer to a flat distribution, and the reduc-
tion of the effective area levels off (figure 8; green data and
dashed curve).

Next, we convert the upper limits by the extinction
column to the density with nX = N(hot)

H /�R, which is shown
in figure 9 (thick lines). We assume that the absorption fea-
ture is superimposed on a point-like continuum source, and
thus no correction was made for the extended structure.

4.2 Results with other techniques

We compare the results with previous work using three dif-
ferent techniques. First, Seward, Tucker, and Fesen (2006)
used the Advanced CCD Imaging Spectrometer (ACIS:
Garmire et al. 2003) on board the Chandra X-ray Observa-
tory (Weisskopf et al. 2002) with an unprecedented imaging

Fig. 9. Upper limits to the plasma density for several selected electron
temperatures of a CIE plasma as a function of the assumed shell radius
for the SXS (thick) and RGS (thin; Kaastra et al. 2009) when the shell
fraction is �R/R = 0.05. The observed limits move vertically when the
shell fraction is changed by the scaling shown in the figure. Also shown
is the upper limit by a radio dispersion measure (DM) of the Crab pulsar
(Lundgren et al. 1995). (Color online)

resolution, and derived an upper limit for the thermal
emission assuming that it would be detectable if it has a
0.1 times surface brightness of the observed halo emission
attributable to the dust scattering. We re-evaluated their
raw data (their figure 5) under the same assumptions as
SXS (figure 8; thin solid and dashed curves). No ACIS limit
was obtained below R ∼ 2′ due to the extreme brightness
of the PWN. Beyond R ∼ 18′, at which there is no ACIS
measurement, we used the upper limit at 18′. For the ACIS
limits, a more stringent limit is obtained for the NEI case
with a low ionization age (1010.5 s cm−3) than the CIE case
with the same temperature. This is because the Fe L series
lines are enhanced for such NEI plasmas and the ACIS is
sensitive also at <2 keV, unlike the SXS with the gate valve
closed.

Second, Kaastra et al. (2009) presented the Crab spec-
trum using the Reflecting Grating Spectrometer (RGS:
den Herder et al. 2001) on board the XMM-Newton Obser-
vatory (Jansen et al. 2001). For the non-thermal emission
of the PWN, they reported a detection of the absorp-
tion feature by the O-Heα and O-Lyα lines respectively
at 0.58 and 0.65 keV with a similar equivalent width of
∼0.2 eV, assuming that the lines are narrow. The former
was also confirmed in the Chandra Low Energy Transmis-
sion Grating data. However, these absorption lines are often
seen in the spectra of Galactic X-ray binaries (e.g., Yao &
Wang 2006), which is attributed to the hot gas in the inter-
stellar medium with a temperature of a few MK. Adopting
the value of Sakai et al. (2014), the expected column den-
sity by such a gas for the Crab is ∼8 × 1018 cm−2, which is
non-negligible. We therefore consider that the values mea-
sured with RGS are an upper limit for the plasma around
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Fig. 10. Upper limit of the total plasma mass when the shell has a
size R for several electron temperatures of CIE (solid) and NEI with
net = 1010.5 s cm−3 (dotted) plasmas. �R/R = 0.05 is assumed. The
observed limits move vertically when the shell fraction is changed by
the scaling shown in the figure. The position of (RCD, MX) is shown for
the models in table 3 with the stars, and their direction of change when
n0 is changed by a factor of 10 or 0.1 (dotted-and-dashed green lines
from the stars). (Color online)

the Crab. Using the same assumptions with SXS, we re-
evaluated the RGS limit (thin lines in figure 9).

Third, the dispersion measure from the Crab pulsar
reflects the column density of ionized gas along the line
of sight. This includes not only the undetected thermal
plasma around the Crab but also the hot and warm inter-
stellar gas. Lundgren et al. (1995) derived a measure of
1.8 × 1020 cm−2, which converts to another density limit
(dashed line in figure 9).

We now have the upper limit for nX for several sets of R,
�R, and T by assembling the lowest values among various
methods (re-)evaluated under the same assumptions. We
convert the limit to that of the total X-ray emitting mass
MX = nXmpVtot, where mp is the proton mass and Vtot is the
total emitting volume for an assumed shell size and fraction.
The resultant limit is shown in Figure 10. The most stringent
limit is given by the emission search either by ACIS or SXS.
The SXS result complements the ACIS result at R < 1.3 pc,
and the two give an upper limit of ∼1 M� for the X-ray-
emitting plasma at any shell radius. The exception is for
low plasma temperatures below ∼1 keV, for which the SXS
with the closed gate valve yields a less constraining limit.

4.3 Hydrodynamic calculation

We performed HD calculations to verify that the searched
parameter ranges (table 2) are reasonable and to confirm
if there are any SN models consistent with the observed
limit. We used the CR-hydro-NEI code (Lee et al. 2014
and references therein), which calculates time-dependent,
non-equilibrium plasma in one dimension. At the forward

shock, the kinetic energy is thermalized independently for
each species, thus the temperature is proportional to the
mass of the species. The plasma is then thermally relaxed
by the Coulomb interaction. No collisionless shocks are
included. Energy loss by radiation is included, while that
by cosmic rays is omitted.

We considered two SN explosion models under two cir-
cumstellar environments (table 3) as representatives. The
former two are (a) an Fe-core-collapse SN with a red
super-giant progenitor with the initial explosion energy
E0 = 1.21 × 1051 erg and ejecta mass Mej = 12.1 M�
(Patnaude et al. 2015), and (b) an EC SN with a super AGB
progenitor with E0 = 0.15 × 1051 erg and Mej = 4.36 M�
(Moriya et al. 2014). The latter two are (1) uniform
density of n0 = 0.1 cm−3, and (2) the density profile
of the progenitor wind: n0(r ) = Ṁwind/(4πvwindmpr2), with
mass loss rate Ṁwind = 1 × 10−5 M� yr−1 and wind velocity
vwind = 20 km s−1 (Moriya et al. 2014). For the wind density
parameter (Chugai & Danziger 1994), w = Ṁwind/vwind =
3.2 × 1014 g cm−1.

The 2 × 2 models are labeled as (a-1) Fe-I, (a-2) Fe-w,
(b-1) EC-I, and (b-2) EC-w. For the Fe-I and EC-I models,
we also calculated an elevated ISM density of n0 = 1.0 cm−3

(respectively labeled as Fe-I′ and EC-I′). For all these models,
we assumed the power (nej) of the unshocked ejecta density
as a function of velocity to be 9 (Fransson et al. 1996). Only
for the model EC-w, we calculated with nej = 7 to see the
effect of this parameter (labeled as EC-w′′).

Table 3 summarizes the SN setup stated above and the
SNR outcome at an age of 962 yr, which includes the radius
of the forward shock (FS), contact discontinuity (CD), and
reverse shock (RS) (RFS, RCD, and RRS), the velocity of
the forward and reverse shocks (vFS and vRS), the mass
between CD and FS (MCD-FS) and that between RS and
CD (MRS-CD). The two masses represent the shocked ISM
and ejecta, respectively. The radius is close to the observed
size of the optical photo-ionized nebula, and the radii and
velocities match reasonably well with analytical approaches
(Chevalier 1982; Truelove & McKee 1999) within 10%,
which validates our calculation. The RS radius is larger
than the X-ray emitting synchrotron nebula, which justi-
fies that our calculation does not include the interaction
with it.

From these, we calculated (RRS − RCD)/RCD as a proxy
for the shell fraction, 3μmpv

2
FS/16 as a proxy for the electron

temperature after Coulomb relaxation, in which μ = 0.5 is
the mean molecular weight, and the unshocked ejecta mass
Munshocked = Mej − MRS-CD. We also derived the average
of the electron and Fe temperatures (Te and TFe) and the
ionization age (net) weighted over the absorbed X-ray flux.
The X-ray emitting mass (MX) was estimated by integrating
the mass with a temperature in excess of Te.
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Table 3. Results of HD calculation.

Label Fe-I Fe-I′ Fe-w EC-I EC-I′ EC-w EC-w′′

SN setup:
SN explosion Fe Fe Fe EC EC EC EC
E0 (1051 erg) 1.21 1.21 1.21 0.15 0.15 0.15 0.15
Mej (M�) 12.1 12.1 12.1 4.36 4.36 4.36 4.36
nej 9 9 9 9 9 9 7
Environment ISM ISM wind ISM ISM wind wind
n0 (cm−3) 0.1 1.0 – 0.1 1.0 – –
w = Ṁwind/vwind (1014 g cm−1) – – 3.2 – – 3.2 3.2

SNR outcome:
RFS (pc) 4.6 3.6 4.3 2.9 2.2 2.3 2.6
RCD (pc) 4.1 3.2 3.5 2.6 2.0 1.9 2.0
RRS (pc) 3.8 2.9 3.3 2.4 1.8 1.8 1.9
vFS (103 km s−1) 3.1 2.4 3.7 2.0 1.5 2.0 2.1
vRS

∗ (103 km s−1) 1.4 1.2 0.51 0.88 0.68 0.29 0.39
MCD-FS (M�) 1.4 6.6 2.0 0.35 1.6 1.1 1.2
MRS-CD (M�) 1.8 7.0 4.1 0.42 2.2 2.2 1.3

— Derived values —
RCS−RRS

RCD
0.07 0.07 0.04 0.06 0.09 0.04 0.07

3
16 μmpv2

FS (keV) 9.4 5.7 13 3.8 2.2 4.0 4.1
Munshocked (M�) 10 5.1 8.0 3.9 2.2 2.2 3.0

— Absorbed X-ray flux weighted average —
Te (keV) 1.0 1.6 0.51 0.71 0.95 0.74 0.51
TFe (keV) 130 26 50 57 4.0 62 90
net (1011 cm s−1) 0.21 1.5 9.9 0.22 1.59 11.8 10.2
MX (M�) 0.67 5.0 2.0 0.14 1.2 0.81 1.1

∗Velocity with respect to the ejecta.

The ranges searched for all parameters (table 2) encom-
pass the HD result for all models. The electron tempera-
ture is expected between 3μmpv

2
FS/16 and Te; the former is

the highest for thermalizing all the kinetic energy instan-
taneously, while the latter is the lowest for starting the
Coulomb relaxation without collisionless heating. The aver-
aged Fe temperature TFe is sufficiently low to consider that
the line is relatively narrow; the thermal broadening by this
is 32 eV at 6.7 keV for TFe = 130 keV. The ionization age
(net) ranges over two orders from 1010 to 1012 cm−3 s−1,
depending on the pre-explosion environment, where
the wind density cases result in higher values than the ISM
density cases.

4.4 Comparison with observed limits

Finally, we compare the HD results with observation in
figure 10. For the radius and the X-ray plasma mass, we
plotted (RCD, MX) in table 3. The shell size by the models
(RCD) is larger than 1.3 pc, where we have a stringent limit
on MX with the observations. The HD results depend on
the choice of the parameters in the SN setup (E0, Mej, n0 or
w, and nej; table 3). We can estimate in which direction the

model points move in the plot when these parameters are
changed.

First, the two parameters E0 and Mej are known to be
correlated in type II SNe. Our two SN models are in line
with the relation by Pejcha and Prieto (2015). Therefore,
the model points move roughly in the direction of the lines
connecting the EC-I and Fe-I models, or the EC-w and Fe-w
models. For a fixed explosion energy of 1.21 × 1051 erg for
our Fe model, a plausible range of Mej is 12–32 M� (Pejcha
& Prieto 2015), and thus our model is close to the lower
bound. Second, for n0, the points move in parallel with
the lines connecting Fe-I and Fe-I′ or EC-I and EC-I′. This
should be the same for w in the wind environment case.
Third, for nej, there is little difference between the results
of the Fe-w and Fe-w′′ models, so we consider that this
parameter does not affect the result very much. In terms of
the comparison with the observation limit, n0 or w is the
most important factor.

Although the small observed mass of the Crab is argued
to rule out an Fe-core-collapse SN as its origin (Seward
et al. 2006), we consider that this does not simply hold.
Our models illustrate that such a small mass can be repro-
duced if an Fe-core-collapse SN explosion takes place in a
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sufficiently low-density environment with ISM density n0 �
0.03 cm−3 (Fe-I) or wind density parameter w � 1014 g cm−1

(Fe-w). In such a case, a large fraction of the ejecta mass
is unshocked (table 3) and escapes from detection. Some of
the unshocked ejecta may be visible when they are photo-
ionized by the emission from the PWN to a ≈103 K gas
(Fesen et al. 1997) or a ≈104 K gas (Sollerman et al. 2000).

We argue that both the Fe and EC models still hold as
compatible with the observed mass limits. In either case, it
is strongly preferred that the pre-explosion environment is
low in density; i.e., n0 � 0.1 cm−3 (EC-I) or � 0.03 cm−3

(Fe-I) for the ISM environment or w � 1014 g cm−1 for the
wind environment (both Fe-w and EC-w). For the latter, a
large w value (e.g., 6 × 1018 g cm−1; Smith 2013), which
is an idea to explain the initial brightness of SN 1054, is
not favored. In fact, such a low-density environment is sug-
gested by observations. At the position of the Crab, which
is off-plane in the anti-Galactic center direction, the ISM
density is ∼0.3 cm−3 by a Galactic model (Ferrière 1998).
Wallace et al. (1999) further claimed the presence of a
bubble around the Crab based on an HI mapping with a
density lower than the surroundings. Our result suggests
that SN 1054 took place in such a low-n0 environment
and a wind environment from its progenitor of a low wind
density value.

5 Conclusion

We utilized the SXS calibration data of the Crab nebula in
2–12 keV to set an upper limit on the thermal plasma den-
sity by spectroscopically searching for emission or absorp-
tion features in the Crab spectrum. No significant emission
or absorption features were found in either the plasma or
the blind searches.

Along with the data in the literature, we evaluated the
result under the same assumptions to derive the X-ray
plasma mass limit to be � 1 M� for a wide range of
assumed shell radii (R) and plasma temperatures (T). The
SXS sets a new limit in R < 1.3 pc for T > 1 keV. We also
performed HD simulations of the Crab SNR for two SN
explosion models under two pre-explosion environments.
Both SN models are compatible with the observed limits
when the pre-explosion environment has a low density of �
0.03 cm−3 (Fe model) or � 0.1 cm−3 (EC model) for the uni-
form density, or � 1014 g cm−1 (Ṁwind � 3 × 10−6 M� yr−1

for vwind = 20 km s−1) for the wind density parameter in the
wind environment.

A low-energy explosion is favored based on the
abundance, initial light curve, and nebular size studies
(MacAlpine & Satterfield 2008; Moriya et al. 2014; Yang
& Chevalier 2015). We believe that a positive detection of

thermal plasma, in particular with lines, is key to distin-
guishing the Fe and EC models. It is worth noting that the
observed limit is close to the model predictions. We now
know the high potential of a spectroscopic search with the
SXS, and may expect a detection of the thermal feature by
placing the SXS field center at several offset positions. With
a 10 ks snapshot at four different positions at the radius of
the EC-I and Fe-I models (respectively 2.6 and 4.1 pc), an
upper limit lower than that with ACIS by a factor of a few
is expected (figure 8).

This was exactly what was planned next. If it were not
for the loss of the spacecraft, estimated to have happened at
1:42 UT on 2016 March 26, a series of offset Crab observa-
tions should have started 8 hr later for calibration purposes,
which should have been followed by the gate valve opening
to allow access down to 0.1 keV. The eight hours has now
turned into many years, but we should be back as early as
possible.
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