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Mortality is notoriously difficult to estimate for zooplankton populations in the open ocean due to the confounding
effect of advection. The vertical life table (VLT) approach is commonly used, but has been shown to be sensitive to
both spatial and temporal trends in recruitment. Here, we estimate mortality rates of Calanus finmarchicus copepodites
from spatiotemporally resolved data from the highly advective Norwegian Sea–Barents Sea in spring and summer.
We apply both the VLT and a statistical regression approach (SRA), specifically taking into account the effects of
advection and spatiotemporal trends in recruitment. Testing the two methods on a simulated dataset shows that the
SRA performs better than the most commonly used version of the VLT when trends in recruitment are present.
Overall, the SRA appears to be a robust method for spatiotemporally resolved survey data influenced by advection
and spatiotemporal trends in recruitment. The estimated mortality rates are relatively low (0.03–0.07 d−1) and indi-
cate increased mortality for the oldest stage pair (copepodites CIV–CV) compared to earlier stages. The results are
discussed in the light of previous mortality rate estimates for C. finmarchicus.

KEYWORDS: Barents Sea; Calanus finmarchicus; copepods; estimation methods; mortality; statistical regression
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INTRODUCTION

The limited knowledge of mortality rates has been
described as one of the main challenges in the modelling
of marine population dynamics (Runge et al., 2004). In
contrast to attributes such as egg production and growth,

which can be estimated by incubating specimens in the
lab, mortality is a property of populations and must be
determined in the field (Hirst and Kiørboe, 2002). But to
estimate mortality rates for zooplankton in the open
ocean is challenging due to the influence of advection
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(Aksnes and Ohman, 1996). Observing a different num-
ber of individuals one day compared to the next can
reflect recruitment and mortality, but also transport in or
out of the area. Following a zooplankton population in
time to estimate mortality (horizontal methods) requires
observations from a large enough area to minimise the
effect of advection, which is rarely attainable in the open
ocean. In addition, the estimation of mortality rates is hin-
dered by spatiotemporal patchiness or bias in observa-
tional data, and uncertainty in parameters needed for the
estimation (e.g. stage duration) (Ohman, 2012).
As a solution to the confounding effect of

advection, Aksnes and Ohman (1996) proposed the ver-
tical life table (VLT) approach. They argued that even
in the presence of advection, the composition of zoo-
plankton developmental stages may contain information
about mortality and recruitment, assuming different
stages are equally influenced by advection and there is
no strong trend in cohort structure over time. The VLT
has been applied in numerous studies across different
systems (e.g. Möllmann, 2002; Plourde et al., 2009a,
2009b; Melle et al., 2014).
Recently, the application of the VLT was criticized for

its sensitivity to advection in the presence of spatiotem-
poral gradients in abundance (Gentleman et al., 2012). In
the original article (Aksnes and Ohman, 1996), it was
acknowledged that trends in recruitment may bias the
mortality estimates, and a framework for correcting this
bias was presented. With the exception of some authors
testing for trends in egg production before applying the
VLT on eggs and naupliar stages (Hirst et al., 2007;
Plourde et al., 2009b), the correction framework has
received little attention, and other trends in space and
time may also affect the mortality estimates (Gentleman
et al., 2012). Here, we apply a statistical regression
approach (SRA; Langangen et al., 2014), an extension of
the VLT that specifically incorporates the role of advec-
tion by modelling the effect of space and accounts for
trends in time (e.g. recruitment) by inclusion of a seasonal
term. By implicitly modelling trends in recruitment, the
SRA circumvents the need to remove data potentially
violating the VLT’s assumptions (e.g. Plourde et al.,
2009a). The SRA has previously been applied to estimate
mortality of fish eggs (Langangen et al., 2014), and is
adapted here and used to estimate mortality in zooplank-
ton populations with variable stage durations and contin-
uous spawning. We apply both the VLT and the SRA to
estimate mortality rates of Calanus finmarchicus copepodites
from long-term, spatiotemporally resolved data from the
Norwegian Sea–Barents Sea (NS–BS). In addition, we
compare the performance of the two methods on a simu-
lated dataset mimicking the observation data with known
mortality rates.

METHOD

The study system

The survey area covers the north-eastern Norwegian
Sea and Norwegian continental shelf and south-western
Barents Sea (Fig. 1). Mesozooplankton biomass in the
area is dominated by C. finmarchicus, which typically has
an annual life cycle at these latitudes (Eiane and Tande,
2009). Adult stage (CVI) individuals emerge in early
spring from overwintering in the deep waters of the
Norwegian Sea or fjords (Hirche, 1983; Kaartvedt,
1996; Melle et al., 2004), and spawn in the upper waters.
The peak of the spawning period is typically in April–
May in the Norwegian Sea (Melle et al., 2004; Broms
and Melle, 2007), and occurs progressively later from
south-west to north-east into the Barents Sea. The new
generation develops from eggs through six naupliar
stages (NI–NVI) and five copepodite stages (CI–CV),
and in summer [from around mid-June in the
Norwegian Sea (Østvedt, 1955)], the older copepodite
stages (mainly CV) start to descend for overwintering.
The distribution of C. finmarchicus in the NS–BS is
strongly influenced by advection (Edvardsen et al., 2003;
Samuelsen et al., 2009), in particular, the northbound
Norwegian Atlantic Current and Norwegian Coastal
Current (Blindheim, 2004) (Fig. 1).

Fig. 1. Study area with survey stations pooled for all years (circles).
Filled circles indicate survey stations with available depth-integrated
data. The 500 m depth contour (grey line) marks the approximate divi-
sion between the off-shelf Norwegian Sea and the Barents Sea and
Norwegian continental shelf (CS). The main surface currents in the
area are indicated (Norwegian Atlantic Current, solid arrows;
Norwegian Coastal Current, dotted arrows and Arctic Water Current,
dashed arrows).
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Mortality estimation

To estimate the instantaneous mortality rate (d−1) of
C. finmarchicus copepodite stages, we applied the VLT
approach (Aksnes and Ohman, 1996) and the SRA
(Langangen et al., 2014). Both methods use information
about the relative abundance of consecutive develop-
mental stages, and do not require knowledge about
absolute abundances. With the VLT, the instantaneous
daily mortality rate (m) for the stage pair i and i + 1 is
the solution to the following equation, where vi is the
abundance of stage i and αi is the duration of stage i:
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It is assumed that the mortality of stage i and i + 1 is
equal during a period corresponding to the combined
duration of the two stages (αi + αi+1). To estimate the
mortality rate for adults (q) and the preceding copepo-
dite stage, the corresponding equation is
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Mortality rates are estimated for all data samples sepa-
rately, and average rates with uncertainty estimates can
be calculated given a sufficient number of samples.

The SRA is an extension of the VLT specifically incor-
porating the effect of advection and varying production.
Similarly to the VLT, the SRA estimates average mortal-
ity for two consecutive stages. The mortality rate for two
consecutive stages is found by estimating the effect of age
(in days) on stage-specific abundance using the following
generalized additive mixed model (GAMM):

β
β ε

( ) = + ( ) + ( ) +
+ ( + ) + ( )

N s spd te lon lat b

b A

ln ,

3
l t l l l t

t l l t

, 0 0

1 1 ,

The response variable is the natural log-transformed
stage-specific abundance of individuals belonging to stage
i or i + 1 in station l and year t (zeros excluded). In con-
trast to the fixed stage durations assumed for fish eggs in
the first application of the SRA (Langangen et al., 2014),
durations of C. finmarchicus developmental stages are
known to differ. To account for variable duration of
stages i and i + 1, abundance is divided by the estimated
stage duration. The scaled abundance can be interpreted
as the number of individuals of age A (days). The age of
individuals of stage i is defined as the midpoint between
the day of entry into stage i and into stage i + 1 (see
“Estimation of development time” section). The covari-
ates include (i) spawning day (spd, i.e. the sampling day

minus the estimated age), accounting for seasonal varia-
tion in abundance; (ii) sampling position (lon, longitude,
lat, latitude), accounting for spatial variation in abun-
dance and (iii) age (A), accounting for mortality (esti-
mates –m). The model includes two random effects:
(iv) a random year effect (b0t), accounting for year-to-
year variation in total abundance and (v) a random year
by age effect (b1t), accounting for year-to-year variation
in mortality. β0 and β1 are the fixed effects (the intercept
and the coefficient of the age effect, respectively), s is a
1D smoothing spline, te a 2D tensor product smooth
and ε a normally distributed error term.
The model was formulated using the GAM function

in the mgcv library in R, treating the random effects as
smooths (setting the flag bs = “re”) (Wood, 2013;
R Development Core Team, 2014). The model code is
given in the Supplementary Material, and can be down-
loaded using the following link: https://github.com/
kristokv/SRA. In order to estimate confidence intervals
of the mortality estimates from the SRA (the age effect)
and the VLT (mean estimate from all samples), we used
a non-parametric bootstrap procedure (1000 samples
with replacement), with year as the sampling unit
(Hastie et al., 2009).

Field data

Stage-specific abundance data of C. finmarchicus (ind. m−3)
were collected by PINRO (Murmansk, Russia) from
1959 to 1993 in the north-eastern Norwegian Sea and
south-western Barents Sea (Fig. 1). Two surveys were
conducted per year, in spring (April–May) and summer
( June–July). Samples were collected with a Juday plank-
ton net with closing mechanism (37 cm diameter opening,
180 µm mesh size), towed vertically from the lower depth
to the upper depth of the sample (Nesterova, 1990). The
number of survey stations varied between years, and
stage-specific data from both seasons were available from
30 years in total. We did not estimate mortality rates for
eggs or naupliar stages, since these are likely under-
sampled by the mesh size used due to their small size
(Hernroth, 1987; Nichols and Thompson, 1991).
Most samples were taken from one of the following

depth categories: Upper: upper sampling depth ≤20m
and lower sampling depth ≤60m (n: 3359); Middle:
upper sampling depth 40–60m and lower sampling
depth ≤120m (n: 719); Lower: upper sampling depth
>90m (n: 721). To avoid bias due to stage-specific verti-
cal distribution patterns, depth-integrated data are typi-
cally used for mortality estimation. To ensure a good
coverage of the water column when estimating mortality
from the survey data, we only included survey stations
with samples from all three depth layers (Upper, Middle,
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Lower). For these stations, we summed the stage-specific
abundances (ind. m−3) from the different depth layers,
after multiplying the abundances by the number of
metres hauled per layer. This resulted in a total of 504
data points. We also applied the SRA to the full dataset
(n: 4799). Since around 70% of the samples were from
the Upper layer, we first weighted the data to reduce
potential bias in the mortality estimates. Depth-specific
weights were calculated as 1 divided by the fraction of
samples from the respective depth layer (Upper: 0.70,
Middle: 0.15, Lower: 0.15), and implemented using the
“weights” argument when formulating the GAM.

Simulated data

To test the ability of the two methods to estimate mor-
tality from the type of survey data available, we simu-
lated a C. finmarchicus population with known mortality
rates, and “sampled” this population to resemble the
actual observations. For all years with available survey
data, we simulated a population developing from egg-
producing females (CVI) in spring to a mix of different
developmental stages later in spring and summer. We
used an individual-based model with a super-individual
(SI) approach (Scheffer et al., 1995), where each SI
represents a set of individuals with similar drift history.
Each SI initially represents a group of females produ-
cing eggs, which in turn develop into copepodites (the
egg and naupliar stages are combined) and ultimately
new adult females. The initial distribution of SIs was
based on modelled evolved overwintering fields in the
Norwegian Sea (Hjøllo et al., 2012), focusing on north-
eastern areas overlapping with the survey area and adja-
cent areas from where copepods might drift into the
survey area (65–72°N, 0–15°E, total number of 4 by
4 km grid cells: 15 346) (Fig. 2). The initial number of
adult females in each SI was similarly based on mod-
elled evolved overwintering abundances (Hjøllo et al.,
2012), scaled to numbers between 100 and 3300. From
this total distribution, we released 3000 randomly
selected SIs daily between the 1st and 31st of March
each year (in total 93 000 SIs per year).
After release, the SIs are transported passively at

25 m depth using an offline Lagrangian particle-tracking
model (Ådlandsvik and Sundby, 1994), with hydro-
graphic forcing from a numerical ocean model hindcast
archive (Lien et al., 2013). The archive was constructed
with the use of the regional ocean modelling system
(ROMS; Shchepetkin and McWilliams, 2005; Haidvogel
et al., 2008). The hydrographic information is available
for the NS–BS at daily intervals from 1959, with 4 by
4 km horizontal resolution and 32-layer terrain following

vertical resolution. The diffusion coefficient was set at
100 m2 s−1.

All adult females in a SI produce eggs at a constant,
season-dependent rate. We used observed rates for the
Norwegian Sea (Stenevik et al., 2007) for pre-bloom
(10 eggs female−1 d−1), bloom (22 eggs female−1 d−1) and
post-bloom (18 eggs female−1 d−1) conditions, defining
pre-bloom as March–April, bloom as May and post-
bloom as June–July. At each time step (day), the stage
durations for all stages present in a SI, and the fraction
of the total stage durations obtained by that day, are esti-
mated using the ambient temperature at the current posi-
tion (see “Estimation of development time” section).
When individuals complete the duration of a stage, they
move to the next. The individuals do not develop beyond
the adult stage, thus, a female continues to produce eggs
until she dies. At each time step, individuals are removed
from the SI according to stage-specific instantaneous
mortality rates. We ran the simulation for three different
mortality scenarios: (i) stage-specific mortality rates based
on previous estimates for C. finmarchicus in the Northeast
Atlantic (Base) (Melle et al., 2014), (ii) a “High” mortality
scenario and (iii) a “Low” mortality scenario (Table I).

Fig. 2. Initial distribution of simulated SIs and number of adult
females (CVI) in each SI, based on evolved overwintering abundances
(Hjøllo et al., 2012). From this total distribution, we released 3000 ran-
domly selected SIs daily between the 1st and 31st of March each year.

Table I: Instantaneous mortality rates (d−1)
used in the simulations

Stage

Scenario Egg CI CII CIII CIV CV CVI

Base 0.230 0.090 0.105 0.075 0.030 0.025 0.020
High 0.200 0.200 0.200 0.200 0.200 0.200 0.200
Low 0.010 0.010 0.010 0.010 0.010 0.010 0.010

The Base scenario is based on estimates for C. finmarchicus in the
Northeast Atlantic (Melle et al., 2014).
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After drifting for up to 150 days, the SIs were
“sampled” at the day and position of actual spring and
summer survey stations in the same year (within a 20 km
radius). The stage-specific abundances summed from all
SIs sampled at the survey stations were used as simu-
lated data for the mortality estimation.

Estimation of development time

We estimated development time (D, in days) from egg to
copepodite stage CI, and further for each developmen-
tal stage using the Bêlehrádek temperature function
fitted for C. finmarchicus

= ( + ) ( )−D a T 10.6 42.05

where T is temperature (°C) and a is a stage-specific con-
stant. Since the ambient temperature estimates for a
large fraction of the survey stations (~40%) were below
4°C, we used the coefficients given in Corkett et al.

(1986) (see “Discussion” section). The function gives the
number of days from spawning until a given stage is
reached. Stage duration of stage i was calculated as the
difference between D for stage i and stage i + 1, and the
age of stage i as the midpoint between D for stage i and
stage i + 1. To estimate D during the simulation, we
used the ambient temperature estimate from the position
of the SI (at 25 m depth), according to the ocean model.

For the observation data, the past temperature experi-
enced by the sampled copepodites is unknown. We there-
fore assumed D to be a function of temperature at the
time and position of the survey station, specifically, the
average of the ambient temperature estimates from
10, 50 and 100m according to the ocean model hindcast
archive (Lien et al., 2013). To estimate D for the simu-
lated dataset (after sampling of the SIs), we used the
ambient temperature estimates at the time and position
of survey stations and the drift depth of the SIs.

Additional analyses

To test the sensitivity of the VLT and the SRA to
advection, varying egg production and varying (and
unknown) temperature, we constructed three simplified
simulated datasets. The simplest (Sim. 1) was a closed

population (excluding drift), developing at fixed tempera-
ture (5°C) and reproducing at a constant rate (100 eggs
per day, independent of the number of females present).
This population was sampled at regular intervals after
all stages reached stable abundances. The two other
datasets (Sim. 2 and 3) were identical to the full simula-
tion (including drift and only sampling SIs present at
actual survey stations), but (Sim. 2) setting temperature
and egg production fixed or (Sim. 3) setting only tem-
perature fixed. Note that with fixed and known tem-
perature, stage durations and ages of the “sampled”
copepodites can be accurately estimated. By adding
one level of complexity in each simulation (advection,
varying egg production and varying temperature,
Table II), and for each added factor comparing the
resulting mortality estimates to the results from the
preceding simulation (without this factor), we could iso-
late how each factor influences the mortality rates esti-
mated with the VLT and the SRA.
To calculate realistic confidence intervals of the mor-

tality estimates from the full simulation (Sim. 4), we
added random noise with normal distribution and mean
zero to the simulated data. The standard deviation of
the noise term was calculated as the square root of the
difference between the residual variance from the SRA
model (Eq. 3) formulated for the actual observation data
and for the simulated data. We added this noise to the
response variable in the SRA model for the simulated
data (on the logarithmic scale), and retransformed to
raw data values for the VLT.

RESULTS

Simulated data

Using data from the simplest simulation (Sim. 1), both
the VLT and the SRA accurately estimate mortality,
with only minor deviations (Table III). When mortality
varies between the stages (Base), the estimates for CI–CII
are closest to the average value for the two stages, for
CII–CIII and CIII–CIV to the true value for the earlier
stage, and for CIV–CV to the later stage. As the SRA
requires estimates of age and stage duration of both
stages in the stage pair, it cannot be used to estimate

Table II: Overview of the different simulation runs used to construct simulated datasets

Sim. no. Drift Var. prod. Var. temp. Comments

Sim. 1 No No No Closed population developing at 5°C, producing 100 eggs per day
Sim. 2 Yes No No SIs drift according to ocean current hindcasts from the ocean model
Sim. 3 Yes Yes No Egg production depends on month and number of females present in the SIs
Sim. 4 Yes Yes Yes Development depends on ambient temperature hindcasts from the ocean model

Var. prod., varying egg production; var. temp., varying temperature.
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mortality for CV–CVI (adults). The estimates from the
VLT are also less accurate for CV–CVI than the other
stage pairs, and we therefore continue focusing on the
results for the copepodite stage pairs.
Including drift and sampling at survey stations, but

with fixed temperature and egg production (Sim. 2), the
VLT tends to overestimate mortality in our dataset,
especially for the older stage pairs (CIII–CIV and CIV–
CV) (Table III). This is because the stage distributions
have not stabilized at the time of the earliest samples in
spring; abundances of older stages are still increasing
while abundances of younger stages are stable (Fig. S1,
Supplementary Material). If only mortality estimates
from summer are included in the average, the bias is
reduced (Tables S1 and S2, Supplementary Material).
Including drift barely influences the SRA estimates
compared to the estimates from the simpler simulation
(Sim. 1). However, the SRA tends to underestimate mor-
tality for CIV–CV, especially at the High mortality (0.2).
At such high-mortality rates, the true age of most sampled
copepodites is likely earlier than the midpoint between the
two stages. Re-estimating the ages by weighting the days
between the two stages by the estimated mortality (e−m)
reduces this bias (Tables S1 and S2, Supplementary
Material). For the other stages or mortality rates, the
difference between the weighted and non-weighted ages
is so small that the mortality estimates are barely affected.

When egg production depends on the number of
females present in the SIs (Sim. 3), the VLT estimates
are more biased, in particular for the High (0.2) or
Low (0.01) mortality rates (Table III). At these mortal-
ities, there is a clear decrease (for 0.2) or increase (for
0.01) in abundances with time (Fig. S2, Supplementary
Material). As copepodites belonging to the younger
of the two stages in the stage pair generally develop
slightly before the older (the abundance of the younger
stage increase, or decrease, before the older stage), this
leads to underestimation of the High mortality and
overestimation of the Low mortality. Season-specific
estimates are more accurate when the rate of change in
abundance is smaller (e.g. for the younger stage pairs in
spring at Low mortality) (Tables S1 and S2, Supplementary
Material). However, the season-specific VLT estimates
are still generally more biased than the SRA estimates.
The SRA performs better when data from both seasons
are included (Tables S1 and S2, Supplementary
Material). As for Sim. 2, the High mortality rate for
CIV–CV is underestimated, but improved by weighting
the ages by the estimated mortality (Tables S1 and S2,
Supplementary Material).

Including varying and unknown temperature (Sim. 4)
increases most of the mortality estimates. In spring and
summer, temperatures at the sampling stations are gener-
ally higher than the ambient temperatures experienced

Table III: Instantaneous mortality rates (d−1) estimated from the simulated data using the VLT and the
SRA (right columns), compared to the true values (left columns)

Simulation

True mortality 1. Simple 2. Drift 3. Var. prod. 4. Var. temp.

Per stage Mean VLT SRA VLT SRA VLT SRA VLT SRA

Base
CI 0.090 CI–CII 0.098 0.097 0.097 0.100 0.094 0.080 0.090 0.100 0.117
CII 0.105 CII–CIII 0.090 0.101 0.101 0.110 0.098 0.100 0.090 0.110 0.105
CIII 0.075 CIII–CIV 0.053 0.072 0.071 0.090 0.069 0.080 0.070 0.090 0.081
CIV 0.030 CIV–CV 0.028 0.024 0.024 0.070 0.015 0.070 0.010 0.090 0.041
CV 0.025 CV–CVI 0.023 0.015 0.000 0.010 0.020
CVI 0.020

High
CI 0.200 CI–CII 0.200 0.208 0.205 0.210 0.203 0.090 0.190 0.100 0.230
CII 0.200 CII–CIII 0.200 0.216 0.216 0.230 0.214 0.110 0.180 0.120 0.206
CIII 0.200 CIII–CIV 0.200 0.224 0.222 0.240 0.219 0.130 0.190 0.140 0.193
CIV 0.200 CIV–CV 0.200 0.202 0.179 0.240 0.167 0.130 0.150 0.150 0.172
CV 0.200 CV–CVI 0.200 0.212 0.120 0.080 0.100
CVI 0.200

Low
CI 0.010 CI–CII 0.010 0.005 0.005 0.010 0.003 0.060 0.010 0.070 0.041
CII 0.010 CII–CIII 0.010 0.009 0.009 0.020 0.007 0.080 0.010 0.080 0.027
CIII 0.010 CIII–CIV 0.010 0.022 0.022 0.040 0.019 0.120 0.020 0.100 0.020
CIV 0.010 CIV–CV 0.010 0.006 0.006 0.050 −0.002 0.120 −0.010 0.130 0.004
CV 0.010 CV–CVI 0.010 0.029 0.020 0.110 0.140
CVI 0.010

Each simulation (1–4) was run for three different sets of mortality rates: Base, Low and High (Table I). See Table S2 (Supplemental Material) for the dis-
crepancies from the true mortality rates in percentage. Var. prod., varying egg production; var. temp., varying temperature.
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by the SIs prior to sampling, leading to underestima-
tion of stage duration and overestimation of mortality.
A linear regression of temperature by day gave a slope
of 0.05°C d−1, which for the earliest stage pair (CI–CII)
translates into an increase in 0.7°C from start to end of
the duration of the stages combined (on average 14 days),
or 1.5°C from spawning to sampling (on average 30 days).
Decreasing the temperature estimates at the stations
with 0.7°C for the stage duration estimation (a conser-
vative measure for the older stage pairs) reduces the
overestimation of mortality rates (Tables S1 and S2,
Supplementary Material).

Figure 3 shows the mortality estimates from Sim. 4,
with random noise added to the data and the tempera-
ture estimates at the stations decreased by 0.7°C. The
95% confidence intervals for both methods are calcu-
lated using a bootstrap procedure accounting for spatial
autocorrelation. The difference between bootstrapped
and nominal confidence intervals was smaller for the
VLT than the SRA (mean increase in confidence inter-
val width with bootstrap = 0.003 or 0.01, respectively).

Year-to-year variation in mortality can be estimated
with both the VLT (averaging station-specific estimates
for 1 year at a time) and the SRA (extracting the random
year by age effect from Eq. 3). Interannual mortality esti-
mates for the most realistic simulated dataset (Sim. 4 with
added noise), but with the true mortality rate set High
(0.2) for the first time period (before 1975) and Low for
the last time period (from 1975), show that both methods
fail to accurately estimate year-specific mortality, but that
the SRA estimates are on average closer to the true rates
(Fig. S3, Supplementary Material).

Observational data

For the depth-integrated observational data, the mortal-
ity estimates for CI–CII, CII–CIII and CIII–CIV are
negative with the VLT and positive with the SRA
(Fig. 4). For CIV–CV, the VLT estimates higher mor-
tality than the SRA. Re-calculating the ages in the SRA
model by weighting according to the estimated mortality
rates increases the estimate for CIV–CV with 0.01. We
also applied the SRA on the full dataset, weighting the
observations to reduce the influence of bias in the num-
ber of samples per depth layer. The estimates from the
complete dataset are within the confidence intervals of
the depth-integrated data (mean values: CI–CII: 0.03,
CII–CIII: 0.03, CIII–CIV: 0.03, CIV–CV: 0.07), but
the strong increase in the number of samples (from 504
to 4799) improves the confidence in the estimates
(Fig. 4). The estimated interannual standard deviations
in mortality from the full dataset ranged from 0.02 to
0.05 d−1, being highest for the younger stages (±standard
error: CI–CII: 0.05 ± 0.02, CII–CIII: 0.04 ± 0.01,
CIII–CIV: 0.03 ± 0.01, CIV–CV: 0.02 ± 0.01).
For the VLT, ~50% of the station-specific mortality

estimates for the three first stage pairs are negative,
resulting in overall negative mortality rates. The nega-
tive estimates are primarily from summer; if the data
are split into season, the estimates from spring are
positive (mean values: CI–CII: 0.05, CII–CIII: 0.07,
CIII–CIV: 0.11, CIV–CV: 0.16) and the estimates from
summer are negative for the first three stage pairs (mean
values: CI–CII: −0.09, CII–CIII: −0.12, CIII–CIV:
−0.17, CIV–CV: 0.12). Plotting the observed stage-specific

Fig. 3. Estimated mortality rates (d−1) from the VLT (dots) and the SRA (triangles) for data from the full simulation (Sim. 4) with Base, High or
Low mortality rates (Table I). In addition to the mean of the true stage-specific mortality rates for each stage pair (filled squares), the true rate for
the first of the two stages is plotted for the Base scenario (empty squares). The dashed lines indicate bootstrapped 95% confidence intervals of the
estimates. Random noise was added to the simulated data, and the temperature estimates at the sampling stations (used to estimate stage duration
after sampling) decreased with 0.7°C.
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abundances by day-of-year shows that CI–CIII generally
decrease in summer, CV increases in spring, and both
CIV and CV increase in summer (Fig. 5).

DISCUSSION

Performance of the two methods

Recent simulation studies have revealed that mortality
rates estimated with the most commonly applied version
of VLT (ratio method) are influenced by both temporal
trends in recruitment and spatial trends in abundances (e.
g. differing stage ratios in upstream vs local areas)
(Gentleman et al., 2012). An important assumption of the
VLT is that there are no strong trends in recruitment
into a particular stage, and while the method is relatively
robust to random fluctuations in recruitment, upward or
downward trends lead to overestimation or underestima-
tion of mortality, respectively (Aksnes and Ohman, 1996;
Gentleman et al., 2012). Our simulation results are in
agreement with these findings. For a closed population
with stable stage distribution, both the VLT and the
SRA were able to capture the true mortality rates.
Adding drift did not influence the mortality estimates as
long as egg production was uniform in space and time.
Adding varying egg production dependent on the num-
ber of females present (Sim. 3 and 4) resulted in strong

downward trends in recruitment at high mortality, and
upward trends at low mortality. In these simulations, the
VLT overestimated the low mortality rate and underesti-
mated the high mortality rate. The SRA specifically
incorporates temporal variation in abundance through
the effect of spawning day, and is therefore more appro-
priate for data with potential trends in recruitment.

In the actual survey data, abundances of younger
stages (CI–CIII) tended to decrease in summer (indicat-
ing a downward trend in recruitment of these stages)
while abundances of older stages (CIV–CV) tended to
increase (indicating an upward trend in recruitment of
these stages). According to the simulation results, the
VLT should in this situation underestimate mortality for
the younger stages, and overestimate mortality for the
older stages. The estimated mortality rates were indeed
lower (and negative) for the younger stage pairs and
higher for the older stage pair (CIV–CV) with the VLT
compared to the SRA (Fig. 4), indicating that the
observed recruitment trends influenced the VLT esti-
mates in the expected directions.

In their original article, Aksnes and Ohman (1996)
provide an analytical expression for how trends in recruit-
ment bias mortality estimates with the VLT (their Eq. 12).

Fig. 4. Estimated mortality rates (d−1) from the VLT (dots) and the
SRA (triangles) for the observation data, with bootstrapped 95% confi-
dence intervals of the estimates (dashed lines). The SRA estimates are
based on depth-integrated data (point-down triangles, n: 504), or all
data weighted by depth layer (point-up triangles, n: 4799).

Fig. 5. Stage-specific abundance per day-of-year. The smooth line is
the predicted abundance from a GAM of the observation data (natural
logarithm of depth-integrated abundance) as a function of sampling
position (a two-dimensional tensor product of longitude and latitude)
and day (a one-dimensional smooth function of day-of-year). The
shaded area is the 95% confidence interval of the predictions, grey
dots are actual observations and the vertical line marks the division
between the spring and summer survey.
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However, using this expression to estimate mortality
requires that the trend in recruitment into stage i is
known. Difficulties in estimating recruitment trends after
the earliest life stages [where egg production may be
used (Plourde et al., 2009b)] might explain why this
approach has rarely been used. Since potential trends
in recruitment are implicitly modelled by the SRA,
application of this method might be more straightfor-
ward than the corrected VLT.

Various alternative approaches can be used to reduce
potential bias resulting from violations of VLT’s assump-
tions. For example, averaging input data in time or space
may reduce bias from advection or insufficient sampling
(Melle et al., 2014). For our simulated data (Sim. 4 with
noise), averaging stage abundances and development
time estimates per season and year did not unequivocally
improve the results (Table S3, Supplementary Material).
Compared to temporal aggregation, aggregating data
into spatial subunits might be less straightforward, and is
less likely to reduce bias resulting from temporal trends
in recruitment.

Unrealistically high or low mortality rates (e.g. >3
or <–1) indicate violation of the assumption of stable
recruitment (Gentleman et al., 2012), and are sometimes
removed when estimating average mortality (e.g. Heath
et al., 2008). However, violations of the VLT’s assump-
tions do not always result in extreme estimates, e.g. no
station-specific mortality estimate from our simulated
datasets was >3 or <–1. A more rigorous approach is to
evaluate if recruitment can be assumed constant, and
remove data for which this assumption appears vio-
lated. Strong dominance of stage CI or CV–CVI indi-
cates that the population is at the onset of cohort
development (Plourde et al., 2009a), as implied in spring
for the simulated data with varying egg production and
Base mortality (Fig. S4, Supplemental Supplementary
Material). The VLT estimates from this simulation
were in fact more biased for spring than summer data
(Tables S1 and S2, Supplementary Material), but
cohort development is not always that obvious (e.g. for
the Low mortality, the estimates were also biased, Fig. S4,
Supplementary Material). Similarly, to use temporal
trends in abundances to highlight periods when the VLT
should not be applied (Irigoien et al., 2000) is not always
clear-cut (e.g. while abundances of CIII–CIV appear
stable in spring in the Low scenario, mortality estimates
were biased, Fig. S2, Supplementary Material).

When trends in recruitment were present, the VLT
generally performed better with season-specific data,
confirming that the method is more appropriate for
multiple samples obtained in the same period, reducing
additional variability likely present in time series data
(Aksnes and Ohman, 1996). The SRA performed better

when fitted to data from both seasons. Still, season-
specific estimates were generally comparable or closer to
the true value than the VLT. It should nevertheless be
emphasized that the SRA requires a relatively high den-
sity of data. Data from multiple years (ideally more than
two, Fig. S5, Supplementary Material) allow the model
to separate trends in mortality from seasonal and spatial
trends in abundances. If only one season is available,
the number of years needed to separate within-year
trends in abundances from mortality increases (Fig. S5,
Supplementary Material). However, removing the seaso-
nal term (s(spdl)) from the single-season model with
data from few years reduces this error (Fig. S6,
Supplementary Material). Sufficient spatial sampling is
in general necessary to reduce errors in abundance esti-
mates that will propagate to the estimated mortality in
ratio methods such as the VLT (Ohman, 2012).
Spatially resolved data are also required to let the SRA
separate trends in mortality from spatial trends in abun-
dances, and care should be taken when data are spa-
tially limited (and there may not be sufficient data to
include the spatial term in the SRA).
A limitation to ratio methods (including the VLT and

the SRA) is the uncertainty in estimated stage durations
(Ohman, 2012). First, it is assumed that stage durations
are equal for all individuals in a sample, while they in
reality might vary due to differing environmental condi-
tions prior to sampling. Secondly, the past environment
experienced by individuals sampled is unknown, and
assumed equal to the survey station. Introducing variable
and unknown temperature (Sim. 4) resulted in a bias with
both methods, but contrary to the results of Gentleman
et al. (2012), the effect of variable stage duration on the
VLT estimates was smaller than the effect of trends in
recruitment (Sim. 3). This is likely due to changes in egg
production being relatively low in the former study, while
with the High and Low mortality rates used here, varia-
tion in adult female abundance strongly influences egg
production. The SRA was more influenced by unknown
stage durations than trends in recruitment, but taking
into consideration the temperature increase with time
reduced the bias with both methods.
Thirdly, we used coefficients for stage duration esti-

mation from Corkett et al. (1986) which cover tempera-
tures below the limits in the study by Campbell et al.
(2001). Most studies, also from high-latitude areas, apply
the coefficients from the latter study (e.g. Thor et al.,
2008; Skardhamar et al., 2011; Dvoretsky and Dvoretsky,
2013), which give shorter stage duration for CI–CIII and
longer stage duration for CIV–CV, resulting in higher
mortality estimates for the younger stages, and lower
for the older stages (Plourde et al., 2009a). For the
actual observation data, applying the coefficients from
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Campbell et al. reduces the (non-significant) differences
in estimated mortality with the SRA, giving rates between
0.04 and 0.06 d−1 for all stages.
Finally, we considered development to be a function

of temperature, assuming excess food supply. We lack
information on food availability, but instances of food
limitation would result in the stage durations being
underestimated, and mortality rates overestimated.
Previous studies have however found that doubling the
stage durations, a realistic result of food limitation
(Campbell et al., 2001), does not influence the estimated
mortality rates beyond the range of the confidence
intervals presented here (approximately ±0.03) (Ohman
et al., 2002; Eiane and Ohman, 2004).

Estimated mortality rates

The simulations indicated that when spatiotemporal data
from multiple years are available, the SRA provides more
reliable mortality estimates than the VLT. Investigating
the actual survey data, we obtained negative estimates
with the VLT for the three first stage pairs, indicating vio-
lations of the method’s assumptions. Neither method pro-
vides stage-specific mortality, but rather average mortality
for two successive stages, which may introduce errors
by smoothing out stage-to-stage variation. However, we
believe that this error is relatively small in our analysis of
stages CI–CV, as it is expected to mainly affect early
stages (Gentleman et al., 2012).
The mortality rates estimated with the SRA were rela-

tively low (0.03–0.07 d−1), but comparable to previous
estimates for C. finmarchicus, also from the NS–BS region
(e.g. Ohman et al., 2004; Dvoretsky and Dvoretsky, 2013)
(Table S4, Supplementary Material). Differences between
stage pairs were not statistically significant (P > 0.05), but
indicated higher mortality for CIV–CV. Older (and lar-
ger) copepodites may be subject to higher predation pres-
sure by visual predators (Eiane et al., 2002), and stage CV
might be more susceptible to food limitation since gonad
maturation begins at this stage (Irigoien et al., 2000).
Higher estimated mortality of older stages might also
reflect vertical overwintering migration of stage CV indi-
viduals to depths not covered by the survey (samples from
the lower depth category covered on average 85% of the
depth layer from ~100m down to the sea bottom).
Previous studies have also found increased mortality

for older stages (CIV–CV or CV–CVI) in the North
Atlantic (Irigoien et al., 2000) or Barents Sea (Dvoretsky
and Dvoretsky, 2013), while a recent meta-analysis on
the contrary indicated higher mortality for early copepo-
dites in the Northeast Atlantic (Melle et al., 2014)
(Table S4, Supplementary Material). Results from the
Northwest are generally comparable to the Northeast

Atlantic, with the exception of some relatively high mor-
tality rates (>0.2 d−1) estimated for specific areas and sea-
sons (Table S4, Supplementary Material). These studies
excluded negative mortality estimates (Plourde et al.,
2009a; Pepin, 2013), an approach that should be avoided
to obtain unbiased mortality rates when a sufficient num-
ber of samples are available (Aksnes and Ohman, 1996).
Previous studies using spatiotemporal data from multi-
ple years (e.g. Plourde et al., 2009a; Melle et al., 2014)
could have applied the SRA and thereby avoided
excluding data (or mortality estimates) potentially vio-
lating VLT’s assumptions, a practice that may be diffi-
cult to perform objectively. When data are limited in
space or time, the SRA should be applied with caution,
but in these cases, estimates from the VLT might also
be biased depending on the state of the population at
sampling.

Zooplankton mortality rates are not constant, but
influenced by variation in food availability and tempera-
ture (Plourde et al., 2009a; Neuheimer et al., 2010), pre-
dation pressure (Eiane et al., 2002; Ohman et al., 2008)
or infectious agents. Several studies have indicated that
zooplankton in the Barents Sea is controlled by preda-
tion by capelin, in particular in autumn and in areas to
the north and east of our survey area (Hassel et al., 1991;
Dalpadado et al., 2012; Stige et al., 2014). Under preda-
tion control, we would expect zooplankton mortality
to be positively correlated to predator abundance.
Due to high uncertainty in the estimates from the
simulated data (Fig. S3, Supplementary Material), we
did not investigate year-specific mortality rates from
the observations. Langangen et al. (2014) also found
that the SRA did not provide reliable mortality esti-
mates for single years, but the magnitude of the inter-
annual variation was reliably estimated. Our results
indicate that interannual variation in C. finmarchicus

mortality in the NS–BS is higher for early compared
to late copepodite stages, but that mortality rates gen-
erally remain below 0.1 d−1. Spatial trends in mortal-
ity might also be estimated using a modified SRA (by
introducing an interaction term between age and loca-
tion), but this is beyond the scope of this study.
Differing mortality rates in space or time can have
large impacts on abundances, and should be consid-
ered when modelling zooplankton populations.

CONCLUSIONS

The performance of ratio methods such as the VLT is
sensitive to processes that affect the abundance ratios
between stages (Gentleman et al. 2012). We have illu-
strated how the SRA may correct, at least partly, for
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several of the processes that may affect these ratios,
including drift between areas with differing stage abun-
dances and temporal trends in egg production.
Horizontal methods, like the population surface method
(Wood, 1994), follow the progression of a population
through successive time points, but demand frequent
sampling in time (capturing the full abundance curve)
and minimal influence of advection (Aksnes et al., 1997).
In our dataset, the same station was generally visited
only once or twice per year, and the number of stations
sampled varied interannually. Still, the SRA performed
well in our most complex simulation, including drift and
non-uniform distribution of egg-producing females with
continuous spawning. Statistical methods such as the
SRA therefore seem a promising tool to acquire knowl-
edge of key population processes such as mortality from
non-uniform, spatiotemporal survey data.

SUPPLEMENTARY DATA

Supplementary data can be found online at
http://plankt.oxfordjournals.org.
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