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Quantifying the shape and strength of mating preferences is a vital component of the study of sexual selection and reproductive isola-
tion, but the influence of experimental design on these estimates is unclear. Mating preferences may be tested using either no-choice 
or choice designs, and these tests may result in different estimates of preference strength. However, previous studies testing for this 
difference have given mixed results. To quantify the difference in the strength of mating preferences obtained using the 2 designs, we per-
formed a meta-analysis of 38 studies on 40 species in which both experimental designs were used to test for preferences in a single spe-
cies/trait/sex combination. We found that mating preferences were significantly stronger when tested using a choice design compared 
with a no-choice design. We suggest that this difference is due to the increased cost of rejecting partners in no-choice tests; if individuals 
perceive they are unlikely to remate in a no-choice situation they will be more likely to mate randomly. Importantly the use of choice tests 
in species in which mates are primarily encountered sequentially in the wild may lead to mating preferences being significantly overes-
timated. Furthermore, this pattern was seen for female mate choice but not for male mate choice, and for intraspecific choice but not for 
interspecies or interpopulation mate discrimination. Our study thus highlights the fact that the strength of mating preferences, and thus 
sexual selection, can vary significantly between experimental designs and across different social and ecological contexts.
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IntroductIon
Sexual selection arises via 2 main mechanisms: intersexual 
mate choice and intrasexual contest competition (Darwin 1871; 
Andersson 1994). As such, understanding mate choice and the 
underlying preferences that lead to choice are central to under-
standing the scope and action of  sexual selection. Mate choice is an 
outcome and can be defined broadly as arising when a trait in one 
sex leads to nonrandom mating success in the other sex (Halliday 
1983; Shuker 2010). Therefore, choice outcomes are influenced by 
underlying mating preferences (the sensory and behavioral prop-
erties that influence the propensity of  individuals to mate with 
certain phenotypes; Jennions and Petrie 1997) and other factors 
that affect the expression of  these preferences (Jennions and Petrie 
1997; Wagner 1998). These include the degree of  mate sampling 
(Janetos 1980; Gibson and Langen 1996; Wagner 1998), the condi-
tion of  the choosing individual (Cotton et  al. 2006; Beckers and 
Wagner 2013), and the costs and benefits associated with choice 
(e.g., Milinski and Bakker 1992). Measurement of  mate choice may 
thus be influenced by experimental design, if  different designs vary 
in any of  these factors (Wagner 1998).

An important way in which experiments testing mate prefer-
ences can vary is in the number of  options the subject is presented 
with during the test, which we refer to as the “choice paradigm” or 
“choice design.” Tests can use either no-choice or choice designs 
(Wagner 1998). In a no-choice test each subject is presented with 
a single stimulus. Several no-choice trials may be performed using 
the same subject; these are referred to as sequential choice tests. 
In contrast, in a choice test each subject is given a choice between 
multiple (usually 2)  stimuli presented simultaneously. The 2 para-
digms differ most importantly in whether options can be directly 
compared or not. Because comparison is possible, choice tests 
detect relative, directional preferences between stimuli (Wagner 
1998; MacLaren and Rowland 2006). As such, these tests may 
allow greater resolving power between options as even small dif-
ferences in trait values may lead to large differences in choice out-
comes (Doherty 1985; Wagner 1998). However, this effect may 
amplify the strength of  preferences observed if  a dichotomous yes 
or no response is recorded (Wagner et al. 1995; Wagner 1998). In 
contrast, no-choice experiments test for absolute preferences as no 
direct comparison is possible (Wagner 1998). No-choice tests also 
differ from choice tests in that the perceived mate encounter rate 
is lower: if  a mate is rejected in a no-choice tests there may be 
no guarantee of  a mating opportunity in the future (Werner and 
Lotem 2006; Barry and Kokko 2010; Booksmythe et  al. 2011). 
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Thus, rejection of  an option in a no-choice test may indicate a 
stronger or more robust preference than that seen in a choice test, 
because the subject has foregone mating despite this extra “cost 
of  rejection.” It seems likely that one or all of  these factors may 
lead to differences in the strength of  preferences observed in each 
paradigm.

There are many cases of  both no-choice and choice paradigms 
being used to test for mating preferences in the same species in dif-
ferent studies. For example, male Pacific Blue-eye fish Pseudomugil 
signifier prefer larger females in both simultaneous (Wong and 
Jennions 2003) and sequential choice tests (Wong et  al. 2004). 
Similarly female cockroaches Nauphoeta cinerea also prefer dominant 
males in both no-choice (Moore and Moore 1988) and choice tests 
(Moore and Breed 1986). A potentially more powerful comparison 
of  paradigms is one in which preferences are tested on the same 
species in a single study. If  experiments are carried out by the 
same experimenters in a similar way, this may potentially reduce 
the number of  confounding variables that could lead to differ-
ences in observed preferences between tests. Several studies have 
found stronger mating preferences in choice tests compared with 
no-choice tests in this way (MacLaren and Rowland 2006; Barry 
et al. 2010; Booksmythe et al. 2011; Owen et al. 2012). However, 
several studies have also shown little effect of  choice paradigm on 
the strength of  mating preference (e.g., Gabor et al. 2000; Jang and 
Gerhardt 2006; Gershman and Sakaluk 2009; Jordan and Brooks 
2012).

Here, we present a meta-analysis in which we quantify the 
effect of  choice paradigm on the measurement of  mate choice. 
We searched the literature for studies in which mating prefer-
ences were tested using both a no-choice and a choice paradigm, 
on the same species/trait/sex combination. Including the results 
of  2 experiments from the same study should reduce confound-
ing factors such as effects associated with individual researchers, 
animal stocks, and so forth. The effect size used in the analy-
sis can be most simply considered as the degree of  nonrandom 
response with respect to a partner’s trait presumed to be the tar-
get of  mate choice. We included studies presenting both mate 
choice outcomes and also proxy measures of  mating preference 
(see below). For clarity we refer to the mean effect sizes derived 
from our analysis as the “strength of  preference” throughout. 
We included studies considering both male and female choice, 
as well as intraspecies, interpopulation, and interspecies choice 
(see Materials and Methods). We predict that, for the reasons 
mentioned above, mating preferences will be significantly stron-
ger for choice tests compared with no-choice tests. We also pre-
dict that overall female choice will be stronger than male choice, 
as females generally invest more in each reproductive event 
and so should be more discriminating in their choice of  mate 
(Andersson 1994). We also predict that interspecies choice will be 
stronger than intraspecies and interpopulation choice, as there 
are higher costs associated with making the wrong choice when 
choosing between a conspecific and a heterospecific individual 
(Andersson 1994).

MaterIals and Methods
In presenting the methods we have attempted to follow as close 
as possible the PRISMA standards for reporting meta-analyses 
(Moher et al. 2009; see Nakagawa & Poulin 2012; see Figure 1 
for diagram showing search results and the study selection 
process).

Search protocol

We used 3 approaches to search the literature. First, after initial 
scoping searches in September and October 2012, we performed 
keyword searches of  several online databases in June 2013. We took 
the first 100 results from the databases Google Scholar (Google) 
and Scirus (Elsevier) for the search terms “sequential simultaneous mate 
choice,” on 17th June 2013. On 19th June we performed the follow-
ing searches in both Web of  Knowledge (Thomson Reuters) (in the 
TOPIC field) and Scopus (Elsevier) (in the “Article Title, Abstract, 
Keywords” field): “no choice” AND “multiple choice”; “no choice” AND 
“two choice”; “no choice” AND “simultaneous”; “sequential” AND “simul-
taneous”; “sexual* isolat*” AND “no choice” AND “multiple choice”. The 
number of  results obtained for each search can be found in the 
Supplementary Material (and full endnote libraries are available on 
request).

Secondly, we used Web of  Knowledge to search all studies citing 
4 papers identified as being influential in this area: the review by 
Wagner (1998) on measuring mating preferences and experimental 
design; the highly cited study by Rowland (1982) on male choice in 
Gasterosteus aculeatus; and finally 2 more recent papers which explic-
itly tested for the effect of  experimental design on mate preferences 
(Coyne et al. 2005; MacLaren and Rowland 2006). After our online 
searches, we then inspected the titles and abstracts of  the results 
in order to remove papers that were obviously not relevant to our 
search. Papers that were deemed relevant were then read in detail 
in order to see whether the study could be included (see inclusion 
criteria below). Finally, we also followed papers cited in the text if  
our searches had not already located them.

Figure 1
PRISMA flow chart of  search results and the study selection process. See 
Supplementary Table S1 for list of  papers excluded from the analysis.
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Criteria for inclusion

We had several criteria for inclusion. Most importantly, each study 
needed to include at least one effect size corresponding to a no-
choice test and one effect size corresponding to a choice test (for 
most studies multiple effect sizes were presented, see below). We 
included only studies in which each test was performed using the 
same species and sex, testing for a preference for the same trait. 
This is important as we found several cases where both no-choice 
and choice designs were performed but different traits were consid-
ered between tests (see Figure 1 for the most common reasons for 
excluding papers from our analysis, and Supplementary Table S1 
for more detailed information). Importantly, our analysis includes 
measures of  mate choice in the form of  successful matings and also 
in the form of  proxy behavioral measures (such as association time 
or courtship effort).

Both tests did not have to be performed using identical stimuli 
(indeed in most cases this would not be possible because individuals 
of  the opposite sex were used as stimuli); however, stimuli did need 

to be comparable. One example of  an excluded study should help 
to illustrate this point. Basolo (1995) tested for a female preference 
for males with (artificial) swords in the unsworded Platyfish Priapella 
olmecae. First the presence of  a preference was tested using a choice 
test, in which a female chose between a normal, unsworded male 
and a male to which an artificial sword had been experimentally 
added. Second, no-choice tests were used to test for female pref-
erence for swords of  differing sizes. However, there was no corre-
sponding no-choice test using an unsworded male. Therefore, the 
choice design tests for a preference for swords, whereas the no-
choice design tests for a preference for sword size. Therefore, we 
did not include this study in the analysis, as the stimuli used in each 
test were not directly comparable.

We define a no-choice test as one in which a subject is presented 
with a single stimulus or potential mate. This excludes designs com-
monly used in sexual isolation studies in which subjects are pre-
sented with several potential mates of  a single type (e.g., Tomaru 
and Oguma 2000). This definition also includes sequential choice 
tests, in which several no-choice tests are performed concurrently 
using different stimuli. We define a choice test as one in which a 
subject is presented with more than one stimulus simultaneously. 
Most studies use a 2-choice test, but we also included those in 
which more than 2 options were given (e.g., 3-choice test: Beckers 
and Wagner 2011).

We included all stated measures of  mate preference and rely on 
the authors’ judgments on whether the measured behaviors accu-
rately reflect mating preferences or not. We did not impose any 
limitations on the degree of  randomization regarding the order 
of  presentation of  stimuli, or whether presented stimuli were con-
trolled (e.g., synthetic calls) or not. We also did not impose limi-
tations regarding whether the same individuals were used in both 
no-choice and choice tests, or whether the same stimuli were pre-
sented to all individuals. We included studies that tested both male 
and female mate choice. We also included studies considering both 
intraspecific traits (“intraspecies choice”) as well as interspecific 
mate choice; that is, choice between a conspecific and a hetero-
specific individual (“interspecies choice”). We also included studies 
considering choice between different intraspecific populations and 
strains (due to different larval host plants), which we classified as 
“interpopulation choice.” We refer to these 3 categories as “trait 
types.”

Finally, we excluded studies in which we were unable to extract 
appropriate effect sizes (e.g., missing test statistics or sample sizes; 
Figure 1). For one study (Owen et al. 2012), we were provided with 
statistics not presented in the original paper after contacting the 
authors. We extracted data from text or tables, or indirectly from 
figures using the image analysis software Digitize It 2010 v4.0.2 (A. 
Carrascal). In several cases we reanalyzed data using reported data 
(e.g., means and standard deviations, frequency of  successful and 
unsuccessful matings). See online Supplementary Material for our 
methodology in these cases.

Effect sizes

The studies included in our analysis used a very wide range of  
statistical tests when testing for mating preferences, which we con-
verted to effect size r (analogous to the correlation coefficient). This 
effect size can thus be interpreted as the degree of  nonrandom 
response by the chooser with respect to the trait in question (e.g., 
nonrandom mating or mate association): the larger the test statis-
tic the greater the departure from a random response, and so the 
“stronger” the mating preference. For many tests the conversion 

Figure 2
Mean strength of  mating preferences (correlation coefficient r) for the 2 
choice designs (white diamonds for no-choice tests and black diamonds for 
choice tests) for all effect sizes and split by sex and trait type. Bars show 
the bootstrapped 95% CIs around the mean effect size estimates derived 
from the meta-analytic models. See Table  1 for sample sizes (number of  
effect sizes) associated with each subgroup. See Materials and Methods for 
classification of  trait types. P values show the results of  a weighted least-
squares regression testing the effect of  choice paradigm on mean effect 
size for each subgroup of  studies (see Results, ***P < 0.0001, **P < 0.001). 
Statistical analyses were performed using Fisher’s z transform of  the 
correlation coefficient (Zr), and then converted back to r for presentation.
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to r is simple (Koricheva et al. 2013), and it has the advantage of  
being an intuitive measure of  the size of  an effect. We used the 
effect size calculator in Metawin 2.0 (Rosenberg et al. 2000) to con-
vert presented effect sizes into r. In several cases we had to repeat 
analyses in order to obtain useable test statistics (see Supplementary 
Material for details). We extracted all effect sizes presented in 
a study. For most studies multiple effect sizes were reported (e.g., 
effect sizes were presented for multiple measures of  preference 
from the same individuals, or the same measures of  preference for 
different groups of  individuals or populations) and we controlled 
for this in our analysis by including study as a random factor (see 
Supplementary Material). In many cases there were different num-
bers of  effect sizes reported for each choice design.

All effect sizes were considered positive except in 3 studies in 
which the direction of  preference differed within a study between 
tests. In these cases we defined one preference as positive and the 
other as negative (9 negative effect sizes in the model). In the first 
case (Wood and Ringo 1980), significant mating preferences were 
detected for both con- and heterospecific individuals in different 
tests; here conspecific preference was considered as positive and 
heterospecific preference was considered as negative. In 2 cases 
(McNamara et  al. 2004; King et  al. 2005) significant preferences 
were detected for both virgin and mated females in different tests; 
in these cases preference for virgins was considered as positive 
and preference for mated females was considered as negative. We 
included the direction of  preference in our analysis even when pref-
erences were nonsignificant.

All statistical analyses were performed in R 3.0.1 (R Development 
Core Team 2012) using the Metafor package v1.9-2 (Viechtbauer 
2010).

Meta-analysis

All meta-analyses were performed using Fishers’ z transform of  the 
correlation coefficient (Zr). Estimates of  mean effect size estimates 
derived from the models were then converted back to r for presen-
tation. Mean effect size was determined using a random-effects 
meta-analytic model using the rma.uni function in Metafor. We con-
sidered the mean effect size estimate to be significantly different from 
zero if  the 95% confidence intervals (CIs) around the mean did not 
include zero. Though we have multiple effects sizes per study we did 
not include study as a factor in the model, as this did not change 
the results but did greatly increase the model Akaike Information 
Criteria (AIC) score, suggesting that the basic model was a better 
fit for the data. We present the results of  multivariate meta-analysis 
models incorporating further random factors in the Supplementary 
Material (and see phylogenetic methods below). We used the I2 sta-
tistic to determine the amount of  heterogeneity in effect sizes across 
studies; this gives the percentage of  variation in effect sizes due to 
heterogeneity rather than by chance (Higgins et al. 2003). I2 is pre-
ferred over Cochran’s Q as the relative amount of  heterogeneity in 
the dataset can be determined (not just a significance value), and it 
is less affected by the number of  effect sizes in the analysis (Higgins 
et al. 2003). We searched for potential moderators of  effect size using 
meta-analytic mixed models using the rma.uni function (random-
effects models with the addition of  a categorical fixed-effect, see 
Koricheva et  al. 2013) to test whether sex (male or female choice), 
trait type (intraspecies, interpopulation, or interspecies choice), taxo-
nomic group (arachnid, crustacean, insect, fish, amphibian, reptile, 
or bird), or choice measure (matings or proxy measure) had a signifi-
cant influence on effect size (using the QM statistic).

To test for the influence of  experimental paradigm on the 
strength of  mating preferences we first calculated mean effect sizes 
estimates separately for effect sizes from no-choice and choice 
tests. We then tested for a significant difference between effect sizes 
derived from the 2 experimental paradigms using a weighted least-
squares regression model framework (in meta-analysis terminology 
this is a form of  multilevel meta-regression, see Koricheva et  al. 
2013). This allows us to control for the non-independence of  effect 
sizes taken from each study by including study as a random factor. 
Species was also fitted as a random factor, but without the addition 
of  phylogenetic information as this had no effect on the meta-anal-
ysis models (see below). For these models effect size was weighted 
using the study weights derived from the overall random-effects 
meta-analysis model (for a random-effects model weights are cal-
culated by taking into account the sample size of  each study as well 
as the between-study variance of  the dataset). We also obtained 
mean effect size estimates via random-effects models for no-choice 
and choice tests further split by our 3 main categorical variables 
(sex, trait type, and taxonomic group) and tested for a difference 
between paradigms within each of  these subgroups using weighted 
least-squares regression.

Phylogenetic analysis

Recent studies have shown that the addition of  phylogenetic 
information can have a significant impact on the effect size esti-
mates from meta-analysis models (Chamberlain et  al. 2012). We 
attempted to control for possible non-independence of  effect sizes 
due to shared ancestry by performing a phylogenetically con-
trolled meta-analysis. Briefly (see Supplementary Material for more 
detailed methods), we first constructed a supertree manually by 
combining trees (both genetic and taxonomic) from several different 
sources (see Supplementary Material). Branch lengths were arbi-
trarily set to one (Hadfield and Nakagawa 2010), and then made 
ultrametric using the cladogram option in FigTree v1.4 (Andrew 
Rambaut, 2012). This tree was then imported into the ape pack-
age v3.1.1 (Paradis et al. 2004) in Newick format, and a correlation 
matrix obtained using the vcv function. This correlation matrix 
could then be incorporated into a multivariate meta-analysis model 
as an additional random factor.

We ran multivariate meta-analytic models incorporating study, 
species, and phylogeny as additional random factors using the rma.
mv function in Metafor. However, in comparison to these models 
the basic models gave a much better fit to the data: In all cases, 
adding these random factors increased the 95% CIs associated with 
the mean effect size estimates (see Supplementary Figure S2), as 
well as greatly increasing the model AIC scores, but did not change 
the significance of  the results. Most importantly, in most cases the 
variance component associated with phylogenetic history was zero 
(with the exception of  some of  the smaller models), indicating 
that the effect sizes used in the analysis were not phylogenetically 
restricted, and that the increases in 95% CIs were entirely due to 
the addition of  species and study as random factors. We thus pres-
ent the simpler meta-analytic models here and present the results 
of  the multivariate models in the Supplementary Material. Note 
that the weighted least-squares regression models presented here do 
include species and study as random factors.

Publication bias

We tested for 2 types of  publication bias. To explore the potential 
for underreporting of  nonsignificant results, we used 3 approaches. 
Firstly, we calculated fail-safe numbers using both Rosenberg’s 
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method and Orwin’s method. Rosenberg’s method calculates the 
number of  additional studies (or effect sizes in this case) with a value 
of  zero that would need to be added to the analysis to result in a 
nonsignificant mean effect size. These additional effect sizes are also 
weighted by the average sample size of  the dataset (Koricheva et al. 
2013). Orwin’s method calculates the number of  additional effect 
sizes of  a given value (set at 0.05) that would be needed to result in 
a designated “unimportant” mean effect size (again set at 0.05). We 
also performed a trim-and-fill analysis to test for funnel plot asym-
metry, which allowed us to calculate a new effect size estimate after 
imputing missing studies (see Duval and Tweedie 2000). However, the 
main assumption of  this analysis (that there is a single symmetric dis-
tribution of  effect sizes) seems unlikely in this case (as there are several 
potential moderators and high heterogeneity: Koricheva et al. 2013). 
Finally, we tested for the nonparametric correlation between standard-
ized effect size and study variance (Begg and Mazumdar 1994). We 
tested for a potential change in the strength of  mating preference over 
time in 2 ways: firstly by testing for the rank correlation between effect 
size and publication year for each study, and secondly by performing a 
meta-regression using publication year as a covariate.

Dataset

In total we were able to extract data from 38 studies and 40  species, 
which gave a total of  214 effect sizes, of  which 107 were derived 
from no-choice tests and 107 from choice tests. A total of  95 effect 
sizes measured female choice and 119 measured male choice. 
There were no studies on sex-role–reversed species, though 5 of  
the studies concerned male choice in fish with paternal care only 
(Rowland 1982; Jamieson and Colgan 1989; Belles-Isles et al. 1990; 
Itzkowitz et al. 1998; Wong and Svensson 2009). Totally, 133 effect 
sizes considered intraspecies choice, 18 considered interpopulation 
choice, and 63 considered interspecies choice. The analysis includes 
studies on seven species groups: arachnids (e.g., Parri et al. 1997), 
crustaceans (e.g., Booksmythe et al. 2011), insects (e.g., Boake and 
Poulsen 1997; Cook et al. 1994; Jennings et al. 2011; Lehmann 
and Lehmann 2008; Schöfl et al. 2011; Xu and Wang 2009), fish 
(e.g., Hurt et al. 2004; Kullmann and Klemme 2007; Suk and Choe 

2002), amphibians (e.g., Phelps et al. 2006), reptiles (e.g., Rosenblum 
2008), and birds (e.g., Gillingham et al. 2009; Rutstein et al. 2007). 
Insects and fish were the most common taxonomic groups stud-
ied (110 and 67 effect sizes, respectively); the remaining 5 groups 
all contributed less than 12 effect sizes each to the final analysis. 
Totally, 166 effect sizes were derived from proxy measures of  pref-
erence, whereas 48 were derived from mating frequency data. In 
total, the dataset was based on data from 6322 individual subjects.

Of  the 38 papers included in the final analysis, 29 were found 
using online searches. A  further 8 studies were found by following 
references cited in other papers (Wood and Ringo 1980; Rowland 
1982; Houde 1987; Hoikkala and Aspi 1993; Wagner et al. 1995; 
McNamara et al. 2004; Coyne et al. 2005; King et al. 2005). These 
studies were likely not detected either because the exact experimen-
tal design was not mentioned in the abstract and/or our search 
terms were not used to refer to the tests. We also included data 
from our own study which was unpublished at the time of  analysis 
(Dougherty and Shuker 2014).

The raw data are provided as online Supplementary Material, 
as are details on how we calculated effect sizes (Supplementary 
Table S2) and the individual effect sizes extracted for all studies 
(Supplementary Table S3).

results
Overall, our meta-analysis revealed significant positive mating pref-
erences (mean preference estimate derived from all 214 effect sizes: 
r = 0.426, 95% CI: 0.375–0.474). In fact, mean effect size estimates 
for all subgroup comparisons were significantly greater than zero, 
indicating significant mating preferences within all groups (Table 1). 
The strength of  mate preference was significantly larger when 
tested using a choice paradigm (r = 0.484, 95% CI: 0.409–0.552) 
compared with a no-choice paradigm (r = 0.364, 95% CI: 0.297–
0.427; weighted least-squares regression, main effect of  paradigm: 
F1, 168 = 12.42, P < 0.001; Figure 2). The variation in effect sizes 
was large (suggested “high” I2 values of  greater than 75%: Higgins 
et  al. 2003) across the whole dataset (I2 = 88.45%), as well as for 

Table 1
Mean effect size estimates resulting from meta-analysis models performed separately using effect sizes derived from no-choice and 
choice tests from each subgroup

No-choice tests Choice tests

Group Studies Species
Effect 
sizes Mean r

Lower 
95% CI

Upper 
95% CI I2 (%)

Effect 
sizes Mean r

Lower 
95% CI

Upper 
95% CI I2 (%)

All 38 40 107 0.364 0.297 0.427 85.6 107 0.484 0.409 0.552 89.55
Sex
 Males 20 21 61 0.353 0.259 0.441 86.75 58 0.433 0.318 0.536 90.43
 Females 21 25 46 0.376 0.281 0.463 83.75 49 0.535 0.439 0.620 87.72
Trait type
 Intraspecies 29 29 68 0.341 0.251 0.425 82.24 65 0.500 0.408 0.582 86.03
 Interpopulation 4 4 9 0.202 0.096 0.305 51.84 9 0.363 0.152 0.542 75.71
 Interspecies 7 11 30 0.446 0.331 0.548 88.94 33 0.480 0.321 0.612 94.19
Taxonomic group
 Arachnid 1 1 1 0.500 — — — 1 0.744 — — —
 Crustacean 2 1 5 0.390 −0.045 0.701 60.19 6 0.430 0.308 0.538 0
 Insect 17 21 55 0.322 0.218 0.419 92.54 55 0.449 0.325 0.557 94.76
 Fish 12 11 33 0.466 0.387 0.538 29.69 34 0.572 0.475 0.655 56.66
 Amphibian 3 3 5 0.332 −0.016 0.608 82.01 4 0.595 0.225 0.815 80.55
 Reptile 1 1 4 0.271 0.096 0.430 0 3 0.375 0.030 0.640 68.95
 Bird 2 2 4 0.332 0.079 0.544 46.34 4 0.394 −0.086 0.725 83.21

All analyses were performed using Fisher’s z transform of  the correlation coefficient (Zr), and then converted back to r for presentation. Mean effect size 
estimates, 95% CIs, and I2 values were calculated using a random-effects meta-analytic model. CIs for estimates were calculated by bootstrapping 1000 times.
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both no-choice tests (I2  =  85.6%) and choice tests (I2  =  89.55%), 
as would be expected for data deriving from multiple species and 
traits. I2 values for subgroup models can be seen in Table 2. There 
was no significant difference in effect sizes derived from choice out-
comes or proxy measures of  preference (mixed-effects meta-analy-
sis, QM 1 = 0.4, P = 0.53).

There was no difference in the strength of  mating preferences 
between male and female choice (QM 1  =  1.83, P= 0.18). Female 
mating preferences were stronger in choice tests compared with no-
choice tests however (F1, 68 = 18.46, P < 0.001; Figure 2), but there 
was no difference in male mating preferences between choice para-
digms (F1, 95 = 1.66, P = 0.2; Figure 2).

Overall, there was no significant difference in the strength of  
mating preferences between intraspecies, interpopulation, and 
interspecies choice (QM 2 = 2.51, P= 0.29). In terms of  choice design 
though, intraspecies mating preferences were stronger in choice 
tests compared with no-choice tests (F1, 100  =  11.1, P  =  0.001; 
Figure 2), while there was no difference between choice paradigms 
in terms of  the strength of  interpopulation choice (F1, 13  =  1.64, 
P = 0.22; Figure 2) or interspecies choice (F1, 51 = 0.96, P = 0.33; 
Figure 2).

There was also no overall difference in the strength of  mating 
preferences across the 7 taxonomic groups (QM 6 = 6.49, P= 0.37). 
Mating preferences were stronger in choice tests compared with no-
choice tests for insects (F1, 87 = 6.24, P = 0.014), fish (F1, 52 = 4.1, 
P  =  0.048), and amphibians (F1, 5  =  11.8, P  =  0.02), but not for 
crustaceans (F1, 8 = 0.007, P = 0.94), reptiles (F1, 5 = 0.47, P = 0.52), 
or birds (F1, 5 = 0.08, P = 0.78); however, the sample sizes for these 
groups are small (Table 1).

Publication bias

We found a weak positive correlation between effect size and sam-
ple variance (Spearman’s rank correlation, rs  =  0.14, P  =  0.046. 
However, there was a much stronger correlation between standard-
ized effect size and variance (τ = 0.16, P < 0.001). This was true 
for no-choice tests (τ  =  0.18, P  =  0.006) but not for choice tests 
(τ = 0.089, P = 0.18). The Rosenberg fail-safe number was 108 797, 
suggesting that an unrealistic number of  studies with an effect size 
of  zero would need to be added to our analysis to give a nonsig-
nificant result. Orwin’s fail-safe number was 1757, so that a large 
number of  studies with effect size 0.05 would need to be added for 
the mean effect size to be reduced to 0.05. A regression test did not 
detect significant funnel plot asymmetry (Egger’s test, t212  =  0.52, 
P = 0.6). However, trim-and-fill analysis detected 33 missing effect 
sizes on the right hand of  the funnel plot (corresponding to large 
effect sizes, see Supplementary Figure S4). This is likely driven by 
the large number of  effect sizes around Zr = 0, and it is unclear to 
what extent this represents a signal of  publication bias given that 
these are studies with large effect sizes. Running the model after 
imputing these missing studies nevertheless leads to an increase in 
the overall mean effect size (r = 0.5, 95% CI: 0.45–0.54).

There was no significant correlation between effect size and year 
of  publication (rs  =  −0.0067, P  =  0.92). However, meta-regression 
detected a weak negative relationship between effect size and pub-
lication year (QM 1  =  4.82, P  =  0.028). This can be seen from the 
cumulative meta-analysis forest plot in the Supplementary Figure S5.

dIscussIon
Our meta-analysis of  38 studies shows that mating preferences are 
significantly stronger when tested using a choice test (“medium” 

effect size of  0.484, see Cohen 1992) compared with a no-choice 
test (“medium” effect size of  0.364, see Cohen 1992), with a dif-
ference in mean effect size of  0.12 between the 2 test designs 
(“small” effect, see Cohen 1992). Though small, this effect is highly 
significant and was very consistent across all studies used in the 
analysis. Our study therefore reiterates the fact that experimental 
design is an important factor in the measurement of  mating prefer-
ences (Wagner 1998). This difference in the strength of  preference 
between experimental paradigms was found for studies consider-
ing female choice but not those considering male choice, and for 
studies considering intraspecies choice but not those considering 
interspecies or interpopulation choice. We found little evidence for 
publication bias, though we did find a slight decrease in mean effect 
size with publication year, a common pattern in ecological meta-
analyses (Jennions and Møller 2002).

We do not wish to suggest that one experimental design gives 
a more “accurate” measure of  mating preferences than the other, 
but rather that our results show that the strength of  mating prefer-
ences (and thus sexual selection) can vary greatly under different 
experimental designs. The use of  different choice paradigms may 
in part depend on the question an experimenter wishes to ask, and 
a plurality of  approaches may often be useful to tease apart mat-
ing preferences. However, we do suggest that the interpretation 
of  our experiments takes this effect into account. Moreover, the 
2 choice paradigms broadly correspond to the different forms of  
mate encounter in the wild (sequential vs. simultaneous encounter), 
and thus the strength of  choice in natural populations may vary sig-
nificantly between different social or ecological contexts (Jennions 
and Petrie 1997; Coyne et al. 2005; MacLaren and Rowland 2006; 
Miller and Svensson 2014). As such, if  choice tests are used in the 
laboratory to test for preferences in species in which mates are 
mainly encountered sequentially in the wild, then in many cases the 
strength of  mating preference measured may be an overestimate 
of  what occurs in the wild (Barry and Kokko 2010). Indeed, choice 
tests appear to be the more common experimental design: Owen 
et  al. (2012) estimated that 71% of  studies citing Wagner (1998) 
included choice tests. Clearly the choice of  experimental paradigm 
should depend on the patterns of  mate encounter seen in the wild 
(Coyne et al. 2005; Mendelson and Shaw 2012). However, in many 
species we simply do not have the data to be able to assess which 
choice paradigm is the more ecologically realistic (apart from well-
known examples such as lek or harem breeders; e.g., Gibson 1996). 
Two studies included in our meta-analysis illustrate how large the 
difference in mating preference can be between choice paradigms. 
The studies consider male mate choice in the mantid Pseudomantis 
albofimbriata (Barry et al. 2010) and in the fiddler crab Uca mjoebergi 
(Booksmythe et  al. 2011). In both of  these species, field data sug-
gest that males are unlikely to encounter more than one female at a 
time in the wild, and so no-choice tests seem the most ecologically 
relevant design to use. However, in both cases significant mating 
preferences were detected in choice tests but not in the correspond-
ing no-choice tests (Barry et  al. 2010; Booksmythe et  al. 2011). 
Therefore, in these cases mating preferences are unlikely to lead to 
sexual selection in the wild, except for on the rare occasions when 
males encounter females simultaneously.

We consider there to be 2 important factors that might lead to 
stronger mating preferences in choice tests. The first is cognition: 
a subject in a choice test may be better able to compare options 
comparatively when given a choice, either because the method of  
mate sampling has evolved under such conditions, or because being 
able to perceive differences between options becomes easier when 
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they can be compared simultaneously (Rowland 1982; Bateson and 
Healy 2005; Beatty and Franks 2012). This hypothesis assumes that 
the subject has the ability to actively compare options presented 
simultaneously, an assumption which may not apply to all spe-
cies, especially if  this requires more “complex” cognitive processes. 
However, the tactics and decision rules used to make mate choice 
decisions are unknown for most species, and distinguishing between 
hypotheses is difficult (Gibson and Langen 1996). Indeed it may be 
that in some species mates are assessed sequentially, perhaps using 
threshold-based decision rules, even when simultaneous compari-
sons are available (Gibson 1996; Kacelnik et al. 2011).

The second factor which may influence the strength of  prefer-
ence is the cost associated with rejecting an option in each test. 
This is because the perceived mate encounter rate is different under 
the 2 choice designs (Valone et al. 1996). In a choice test the cost of  
rejecting one of  the options is zero, as there is always at least one 
other option available. Conversely, in a no-choice test the potential 
cost of  rejection is higher due the fact that the likelihood of  being 
presented with another option is unknown to the subject (and may 
depend on how often the subject has encountered mates before the 
test: in most cases this is never). If  subjects in a no-choice test per-
ceive that the risk of  remaining unmated is high then they might 
be less likely to exhibit any mating preference and be more likely 
to mate randomly with respect to the stimulus being tested (Werner 
and Lotem 2006; Barry and Kokko 2010; Booksmythe et al. 2011). 
This explanation is more general than the one based on cognition: 
even if  this cost of  rejection varies between species it will generally 
always be higher in a no-choice test (compared with zero for choice 
tests). This leads to the prediction that we should not see any dif-
ference in the strength of  preference between paradigms once this 
perceived mate encounter rate has been controlled for, for example, 
by giving subjects experience of  the same number of  mates before 
choice tests. We would also expect that varying the cost of  rejection 
(e.g., by making the sex ratio more biased, or by varying the age of  
the subjects) should influence the strength of  preference observed 
in no-choice tests (as is seen for example in sequential choice 
experiments: Milinski and Bakker 1992; Shelly and Bailey 1992; 
Lehmann 2007; Beckers and Wagner 2011) but should have no 
effect on the strength of  preference in choice tests. Finally, we also 
predict that the difference in the strength of  preference between 
designs should decrease as the costs of  mating and/or reproduction 
increase (e.g., in species in which females are harmed during mat-
ing, or in which females invest heavily in offspring; Halliday 1983): 
if  this cost is sufficiently high it will outweigh the cost of  rejec-
tion and so subjects should remain choosy even in the no-choice 
situation.

We did not find stronger mating preferences overall for female 
choice compared with male choice as predicted. However, we did 
find that choice paradigm significantly influenced the strength of  
female choice, but not the strength of  male choice. If  the benefits 
of  being choosy are higher for females (due to their larger invest-
ment in reproduction) then this may lead to stronger mating pref-
erences in situations where the cost of  choosing is small, namely 
in choice tests. Alternatively, males and females may differ in their 
mate assessment strategies. For example, if  males have a threshold 
of  mate quality above which they will accept all females, so that 
comparison is not important, then the number of  options available 
will not change the patterns of  mate choice observed. However, this 
explanation only holds if  males are more likely to use threshold-
based tactics for choosing mates, whereas females of  the same spe-
cies use comparative tactics. We also found a difference in the effect 

of  choice paradigm depending on the type of  choice, so that there 
was a significant difference between paradigms for studies consider-
ing intraspecific choice but not those considering interpopulation 
or interspecies choice. However, we are cautious to draw strong 
conclusions from this comparison due to the small sample sizes for 
the latter 2 groups. A  theory based on the costs of  choice would 
predict the opposite: if  mating with the wrong species leads to 
zero fitness we should expect individuals to be more discriminat-
ing when choosing between conspecifics and heterospecifics than 
when choosing between conspecifics. However, if  comparison is not 
important for species recognition, so that individuals have a thresh-
old above which they accept a partner as a conspecific, the number 
of  options available will not influence the strength of  choice. The 
existence of  such a threshold might be more persuasive in terms of  
con- and heterospecifics as opposed to some continuous measure of  
quality, for example, as individuals are either conspecifics (so you 
should consider mating with them) or they are not (so you should 
ignore them). However, there is still ongoing debate as to whether 
species recognition and mate choice are different processes or part 
of  a continuum of  mate choice (Ryan and Rand 1993; Mendelson 
and Shaw 2012; Phelps et  al. 2006), but hopefully our data will 
contribute to that debate.

We found no influence of  phylogenetic history on the strength of  
mating preferences across the 38 species included in our analysis. 
This is perhaps unsurprising given our dataset has several features 
which may make the detection of  a phylogenetic signal unlikely. 
First, mate choice is predicted to be capable of  evolving rapidly 
and thus is highly evolutionarily labile (Blomberg et  al. 2003). 
Second, our analysis includes preference measures for a wide range 
of  traits, and indeed in most cases the preferences tested are dif-
ferent even for closely related taxa. Finally, we obtained data from 
a range of  species with a very wide taxonomic spread (with the 
exception of  9 species of  Drosophila) so that most species are very 
distantly related. Indeed our method of  constructing a phylogenetic 
tree greatly underestimates the branch lengths between distantly 
related species. This makes any potential phylogenetic signal very 
small (Björklund 1997).

Because of  this taxonomic spread, our meta-analysis naturally 
includes a wide range of  studies that vary in many aspects of  
experimental design, not least due to the specific logistic require-
ments of  working with each study species. As few papers explic-
itly set out to test the effect of  experimental paradigm on choice, 
in many cases confounding variables were not fully controlled for. 
The strength of  meta-analysis is in detecting effects in such het-
erogeneous data (Koricheva et  al. 2013). However, that is not to 
say that future experimenters should not attempt to control for 
such variables. We suggest that where possible experiments be fully 
randomized, and that the same response traits are used as mea-
sures of  preference in both kinds of  tests. A particularly powerful 
approach is to test the same subjects in both no-choice and choice 
tests. Only 3 studies in our analysis were able to do this (Rowland 
1982; Verrell 1995; MacLaren and Rowland 2006). However, the 
order with which each individual is tested in each design must be 
fully randomized so as to avoid or standardize experience effects 
(e.g., see Reading and Backwell 2007; Wong and Svensson 2009). 
If  individuals are allowed to interact during choice tests, and 
especially if  choice outcomes are recorded, we may be unable to 
determine the interactions that lead to such outcomes (Martel and 
Boivin 2011). Similarly, it has been noted that in choice tests in 
which individuals can interact, intrasexual competition may occur 
between individuals of  the chosen sex, and this may not reflect 
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the mating preferences of  the choosing sex (e.g., Shackleton et al. 
2005). There are undoubtedly many other aspects of  experimen-
tal design that may influence the strength of  mating preferences 
seen in the laboratory; for example, how animals are kept prior 
to testing (homosexual vs. heterosexual groups; see above), how 
preferences are scored (e.g., are subjects who do not respond to 
stimuli included in the analysis?), and even the personality (explor-
atory tendency) of  subjects in tests that use association time as a 
preference measure (e.g., David and Cézilly 2011). The influence 
of  these factors on the strength of  mating preferences is outside 
the scope of  this study, but we suggest that quantification of  these 
effects will be possible.

In conclusion, our study finds that female, intraspecific mating 
preferences are significantly stronger when tested using a choice 
paradigm compared with a no-choice paradigm. We suggest that 
this is due to the increased cost of  rejection in no-choice tests. 
This effect may not be limited to mate choice, but may indeed 
also be applicable to other areas of  behavioral research in which 
these kinds of  choice designs are used, such as studies of  forag-
ing (Kacelnik et  al. 2011) or predation (Beatty and Franks 2012). 
We also show that the effect of  experimental design on prefer-
ences depends on both the type of  preference and the sex of  the 
subject used in a test. This suggests that these groups may funda-
mentally differ in how they choose mates or in the costs of  choos-
ing. Importantly, choice tests in the laboratory may systematically 
inflate estimates of  the strength of  mating preferences in species 
in which this situation is demographically unrealistic in the wild. 
For this reason we recommend that studies of  mate choice do not 
automatically start with choice tests. A plurality of  approaches may 
be useful, but no-choice designs may be the most sensible starting 
point unless knowledge of  the natural behavior of  the study species 
suggests otherwise. Further, only by measuring mate choice in more 
natural social contexts will we fully understand its role in sexual 
selection and speciation.
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