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S U M M A R Y
We present numerical simulations of tsunami run-up in the near field for a data set of 72
models of sources, involving both seismic dislocations and landslides. By varying one by one
the parameters describing the source and the receiving beach, we are able to separate their
individual influence on the amplitude and distribution of run-up, which we characterize by
forming several dimensionless parameters, principally the ratio I 2 of its maximum amplitude to
its lateral extent along the beach. We find that I 2 remains less than 10−4 for seismic dislocation
sources but is greater than this threshold for all physically realistic models of underwater
landslides. Thus, it can be used as a discriminant for the nature of the source of a near-field
tsunami. For seismic dislocations, we also consider the ratio I 1 of maximum run-up to seismic
slip on the fault plane, and validate numerically the previously suggested ‘rule of thumb’ that
this ratio cannot be much greater than 1. In the case of underwater landslides, we show that the
distribution of near-field run-up is primarily controlled by the 2-D ‘wall of water’ displaced
on the ocean surface as an initial condition to the simulation, and is practically independent of
its extension in the third dimension, perpendicular to the beach.

We apply this approach to nine profiles of tsunami run-up obtained experimentally dur-
ing recent field surveys, and show that our method successfully identifies the 1998 Papua
New Guinea tsunami as having been generated by an underwater landslide, thus confirming
the results of shipboard and hydroacoustic investigations. It also strongly suggests a similar
mechanism for the generation of the near-field Aleutian tsunami of 1946 April 1.
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1 I N T RO D U C T I O N A N D
B A C KG RO U N D

The purpose of this paper is to define robust discriminants allowing
the identification of the physical nature of the source of a tsunami,
based on the distribution of run-up amplitudes along a coastline in
the near field. We are motivated by two relatively recent develop-
ments: first, the recognition of the importance of underwater land-
slides as prominent generators of locally devastating tsunamis, and
second, the recent availability of detailed data sets of run-up ampli-
tudes along coastlines following field surveys which have become
systematic in the aftermath of major tsunamis (Okal et al. 2003a).

While the contribution of underwater landslides to the genera-
tion of tsunamis was known to such visionaries as Milne (1898)
and Montessus de Ballore (1907), and was forcefully argued by
Gutenberg (1939), it was not until the disastrous Aitape, Papua
New Guinea (PNG) tsunami of 1998 July 17 that interest in
landslide-triggered tsunamis was revived amongst scientists. The
PNG tsunami, which involved waves of up to 15 m and resulted in
2200 deaths, could not be satisfactorily modelled as directly gener-
ated by the associated earthquake on several accounts:

(1) The disparity between the amplitude of run-up (consistently
10 m on the Sandaun coast of PNG) and the probable slip on the

earthquake fault, as inferred under generally accepted scaling laws
(Geller 1976) from the relatively moderate size of the parent earth-
quake (M 0 = 3.7 × 1026 dyn cm).

(2) The concentration of large run-up, and hence of death and
destruction, along a short segment (23 km) of the Sandaun coast.

(3) The strong disparity between the disastrous character of the
tsunami in the near field, and its benign nature in the far field, where
it was recorded at amplitudes not exceeding 20 cm in Japan, and
remained undetected in Hawaii.

(4) The timing of the wave itself, which was reported by survivors
as arriving at least 10 min too late to have been generated by the
seismic main shock.

Rather, and based in particular on the analysis of hydroacous-
tic signals recorded off Wake Island (Okal 2003a), Synolakis
et al. (2002a) proposed that the 1998 Aitape tsunami was gener-
ated by a major underwater landslide, occurring 13 min after the
seismic main shock, at a location where shipboard surveys indeed
recognized a fresh slump with a volume of 4 km3 (Sweet & Silver
2003).

Both the documented occurrence of damaging landslide-triggered
tsunamis (e.g. at Skagway in 1994, Kulikov et al. 1996; Synolakis
et al. 2002b), and the recognition of massive landslide scars in the
underwater neighbourhood of heavily populated areas (Lee et al.
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2003) have led to a renewed effort in assessing the regional tsunami
hazard from underwater landslides (e.g. Borrero et al. 2001). In this
context, it is important to understand the contribution, if any, of
potential landslides as generators of major recent tsunamis, based
on the extensive data sets gathered during post-tsunami surveys.

We are guided in the present study by a few simple concepts.
While the amplitude ζ of run-up at a single location along a real-
life beach will be affected by local factors such as bays, estuaries
or land use (development, vegetation, etc.), we note that, along an
idealized linear shoreline featuring translational symmetry in the y
direction, the maximum amplitude of run-up, b = maxyζ (y), should
be related to the initial amplitude of deformation of the sea surface
in the generation area, and hence to the vertical deformation z of the
ocean floor at the source. In addition, the lateral extent of sustained
run-up along the beach, a, should express the lateral dimension D of
the area of underwater deformation of the ocean floor at the source.

In the case of an earthquake dislocation, and regardless of the
influence of source parameters such as focal geometry and depth,
scaling laws essentially express the invariance of stress drop, or
assuming constant rigidity, of strain release. Rocks fail seismically
because their deformation under tectonic forces overcomes their
strength, at a critical strain εmax, typically of the order of 10−4.
While this value can fluctuate slightly, its order of magnitude is
limited by the nature of crustal rocks. In practice, large earthquakes
(M 0 ≈ 1028 dyn cm) feature slips �u of one to a few metres and
fault dimensions of ∼100 km, with exceptional shocks (e.g. Chile
1960, Alaska 1964) reaching 20 m of slip over 800 km of fault length
(Plafker 1965; Plafker & Savage 1970). This limit εmax would be
expected to translate into a limit on the aspect ratio b/a of the run-up
distribution ζ (y).

The situation is quite different for underwater landslides, which
involve a breakdown in the cohesion of the material. As a result,
the vertical deformation of the ocean floor z can reach several hun-
dred metres over dimensions D not exceeding a few to a few tens of
kilometres. Thus, and based on general scaling arguments ignoring
structural details on the receiving shore, we anticipate that the dis-
tribution of run-up along a beach, in other words the aspect ratio of
the curve ζ (y), may differ fundamentally, possibly by several orders
of magnitude, when considering tsunamis generated by landslides
as opposed to dislocations.

The goal of this paper is to justify and quantify this intuitive
concept through systematic numerical simulations of run-up on a
nearby shore, for an extensive number of dislocation and landslide
sources. We define the aspect ratio I 2 = b/a as a discriminant for the
nature of the source and we verify its performance on a data set of
nine run-up profiles gathered during recent surveys in the aftermath
of major tsunamis.

2 M O D E L S

The general geometry of our simulations is shown in Fig. 1. We
consider a linear beach oriented along y, sloping at an angle β into
an oceanic basin of uniform depth H . To facilitate the description,
the direction of positive y on Fig. 1 will be referred to as ‘east’. Our
purpose is to study the amplitude and distribution of run-up ζ (y) on
the beach, as a function of the coordinate y for a variety of source
and model geometries.

2.1 Dislocations

In the case of dislocations, we position an earthquake source at
distance L from the beach, and depth h below the ocean bottom.

Figure 1. Sketch of the geometry of our simulation experiments, illustrated
for the case of a dislocation source. The structure (ocean, beach, substratum)
has translational symmetry along y. The ocean is shown as the shaded body
of water. See text for details.

The source is a double-couple of moment M 0, fault strike φ, dip
angle δ and slip angle λ, the conventions being those of the Harvard
Catalog (Dziewonski et al. 1983). Thus, there are a priori eight
variable parameters in the problem: the model parameters H and β,
the source location parameters L and h, the source orientation angles
φ, δ and λ and the source size M 0.

In real life, and for each new earthquake source, many if not all
such parameters are expected to vary. Thus, individual simulations
run on a small number of natural sources have been unable to gain
insight into the influence of each individual source parameter. In
addition, most theoretical studies of the factors controlling tsunami
excitation, such as that of Pod”yapol’skii (1970) or Yamashita &
Sato (1974), let only a limited number of parameters vary, ignoring,
for example, variations in beach slope or distance from the source
to the receiving coastline. (Note also that the latter study is cast in
a far-field formalism.)

In the present investigation we shall let each source parameter in
our simulation vary separately in order to isolate and study its indi-
vidual influence on the amplitude and distribution of run-up along
the coast. It could be tempting to regroup these parameters into those
characterizing the source (e.g. the total volume of water displaced)
and those describing its location with respect to the beach model.
However, the exact nature of such combinations may be unclear, as
Satake & Kanamori (1991), and more recently Satake & Tanioka
(2003), have argued that the potential energy of the initial ground
displacement can be a better estimator of run-up in the near field
(or for landslide sources) than the total volume of water displaced
(usable for dislocation sources or in the far field). In addition, the
influence of the proposed two groups on the observable run-up along
the coast is not necessarily separable, and thus we prefer to study
each parameter individually.

For each set of dislocation source parameters, we interpret the
scalar moment M 0 in terms of seismic slip �u and fault dimen-
sions, using the scaling laws of Geller (1976). After positioning the
finite source below the ocean floor as a function of the parameters
L and h, we compute the field of vertical static deformation over
a 600 × 600 km section of the ocean floor, using the algorithm of
Mansinha & Smylie (1971). The example shown in Fig. 2(a) in-
volves a large shallow dipping thrust fault (φ = 270◦, δ = 30◦,
λ = 90◦), characteristic of interplate subduction events. Its moment
is M 0 = 2 × 1028 dyn cm, corresponding to a slip �u = 4.1 m, and
to a fault rupture area of 140 by 70 km. The initiation of rupture
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Figure 2. (a) Reference model (D-01) for dislocation sources. The main
panel shows the static deformation of the ocean floor, used as the initial
condition of the hydrodynamic simulation. Axes x and y are the same as
in Fig. 1. The ‘beach ball’ on the right sketches the geometry of the focal
mechanism used. (b) Result of hydrodynamic simulation for reference model
D-01. The black line shows the individual values of run-up ζ computed along
the beach. The red line is the best-fitting curve of the form of eq. (1), with
parameters a, b and c listed on the right. The scalars I 1 and I 2 are also given.

occurs at h = 35 km, and the centroid of rupture is located at L =
300 km. This particular geometry (Model D-01) will be taken as a
reference dislocation (RD in Table 1) against which all other cases
will be assessed.

In practice, the deformation of the ocean floor takes place faster
than the tsunami can propagate the resulting surface disturbance
(the two velocities to be compared in this respect are the velocity of
propagation of rupture along the fault, V R, and the group velocity
C of the tsunami; in all circumstances, and even for the so-called
‘tsunami earthquakes’ (Kanamori & Kikuchi 1993), one has V R

	 C). It is then legitimate to directly translate the ocean-bottom
deformation to the water surface, and to use it as an initial condition
in our hydrodynamic simulations. The latter are carried out using the
MOST code (Titov & Synolakis 1998), which solves the non-linear
shallow water wave equations on a variable staggered grid with

the method of fractional steps; the code calculates the maximum
penetration of the wave onto the sloping beach represented in Fig. 1.
Run-up ζ is defined at each point y along the beach as the vertical
elevation above the undeformed water level over initially dry land.
The computation is performed using a final grid as fine as 150 m,
but the results are kept only at steps δy = 1.5 km. Fig. 2(b) shows
(in black) the distribution ζ (y) along the shoreline.

We elect to characterize its shape by empirically fitting a formula
of the type

ζ (y) = b

[(y − c)/a]2 + 1
, (1)

where the parameters a, b and c are optimized by trial and error. The
red curve on Fig. 2(b) is the best-fitting distribution (eq. 1); note that
in this case, the fit is essentially perfect.

We then consider the two dimensionless quantities

I1 = b

�u
and I2 = b

a
. (2)

I 1 scales the maximum run-up on the beach to the amplitude
of seismic slip on the fault; I 2 characterizes the aspect ratio
of the distribution of run-up on the beach. We anticipate that
these scalars may be largely invariant upon changes in the model
parameters.

2.2 Landslides

In the case of landslides, we are inspired by the deformation field
used by Synolakis et al. (2002a) to model the PNG landslide, based
on shipboard surveys by Sweet & Silver (2003). As shown in Fig. 3,
the source is dipolar in nature, the surface of the ocean featuring a
negative depression (trough), and a positive elevation (hump) farther
from the shore. While the use of a dipolar source constitutes only
an approximation to the full description of the dynamic evolution
of a sliding mass on the bottom of the ocean, we note the general
agreement obtained in the case of PNG between models using a
dipolar representation of the source (Synolakis et al. 2002a) and
detailed dynamic models of the sliding mass (Heinrich et al. 2000).

Furthermore, analytical solutions obtained in the simple case of
the translation of a mass on a flat ocean bottom also show the de-
velopment of essentially dipolar waves at the ocean surface (Tinti &
Bortolucci 2000; Okal & Synolakis 2003). However, and because
of the relatively slow propagation of an underwater landslide on the
ocean floor, at velocities observed to be much slower than the wave’s
group velocity, i.e. at generally low Froude numbers (Schwarz 1982),
the amplitude η− of the depression (taken as negative) is in abso-
lute value considerably less than the actual deformation z of the
ocean floor. The shape of the trough is modelled using a hyperbolic
cross-section of the form sech(α− y) × sech(γ− x). The elevation,
displaced a distance l (the lever of the dipole) from the trough, can
feature a smaller amplitude η+ and lesser values of the coefficients
α+ and γ +. This asymmetric character of the dipole reflects the
scattering of the sliding material, which loses its cohesion at least
partially during the landslide. Note that the total volumes of the
initial depression and elevation,(

π 2

4

η−
α−γ−

)
and

(
π2

4

η+
α+γ+

)

should balance. All the above parameters describing the shape of the
source (η±, α±, γ ±, l), its location and orientation with respect to
the beach (L and the azimuth φ of its lever), as well as the structural
parameters H and β (Fig. 1), can be varied.
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Figure 3. 3-D sketch of initial surface deformation for reference landslide
model L-01. The model consists of a depression of (negative) amplitude η−
combined with an elevation of amplitude η+, displaced away from the beach
along a lever l. The cross-sections of the initial depression (resp. elevation)
are sech functions, of characteristic widths 1/α− (in the y direction) and
1/γ− (in the x direction) (resp. 1/α+ and 1/γ +). The centre of the dipole
is positioned at a distance L from the beach.

The modelling then proceeds as in the case of a dislocation, and
Fig. 4 is conceptually similar to Fig. 2. Note, however, that the cal-
culation is carried out on a finer grid and involves a shorter segment
of beach. The same function is used to fit the distribution ζ (y), and
we study the invariance of the dimensionless scalars

I2 = b

a
and I3 = − b

η−
. (3)

I 2 has the same definition as for a dislocation source, and I 3 scales
the maximum run-up on the beach to the amplitude of the initial
depression on the ocean surface.

3 R E S U LT S O F S I M U L AT I O N S

3.1 Dislocations

Results are given in Table 1, in the form of the two scalars I 1 and
I 2. At the top of the table, the reference model (RD) described on
Fig. 2 is summarized. Then for each parameter varied, this model is
repeated (RD) and a number of other values are examined.

3.1.1 Size (moment M0) of the earthquake

Both scalars are found to increase with M 0. This can be understood
by noting that, for a constant distance L from the shore to the centroid
of rupture, an increase in earthquake size enlarges the rupture area,
which extends closer to the beach and hence reduces the scatter in
the wave amplitude due to propagation, leading to an increase in I 1.
Similarly, because the deformation field at the source is closer to the
shore, the distribution of run-up is less scattered along the beach,
resulting in an enhanced value of I 2.

3.1.2 Source depth, h

This constitutes a rather sensitive issue since intuition in earlier
studies generally assumed that tsunami generation was critically
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Figure 4. (a) Initial field of deformation of the ocean surface for the hydro-
dynamic simulation of Model L-01. Note the different scale of this map view,
as compared with Fig. 2(a). (b) Same as Fig. 2(b) for the landslide reference
model L-01. While the plotting conventions are the same, the scale of both
the y and ζ axes is different, resulting in a much greater value of the aspect
ratio I 2.

enhanced by shallow source depths (e.g. Ewing et al. 1950). How-
ever, on the basis of normal mode theory, Ward (1980, 2002) and
Okal (1988) have argued that the amplitudes of far-field tsunamis
depend only weakly on earthquake depth, reflecting the large wave-
lengths and skin depths of the eigenfunctions of the relevant modes.
Their formalism does not apply in the near field, though, where this
question must be investigated separately. Table 1 shows that both
scalars I 1 and I 2 vary only moderately (by a factor of 1.6) when h
varies from 5 to 45 km. The explanation of this result is that, for
large earthquakes bearing tsunamigenic risk and obeying scaling
laws, the width W of the source is at least several tens of kilometres,
which in a sense precludes the existence of a large, entirely shallow,
earthquake. This interpretation is verified in Models D-10 and D-11
by considering the same variation in depth (5 and 45 km, respec-
tively), but for an event featuring the smaller moment of Model D-02
(M 0 = 2 × 1027 dyn cm). As seen in Table 1, I 1 and I 2 now vary
more substantially between 5 and 45 km (by factors of 2.93 and 3.45
respectively). Note that this result assumes the simple model of a
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Table 1. Model characteristics and invariants I 1 and I 2 for dislocation sources.

Parameter varied Model b (m) I 1 I 2

D-01 (reference) (RD) 1.86 0.45 0.86 × 10−5

1. Size: seismic moment, M 0 (dyn cm)
M 0 = 2 × 1027 D-02 0.42 0.22 0.18 × 10−5

M 0 = 5 × 1027 D-03 0.82 0.32 0.37 × 10−5

M 0 = 1 × 1028 D-04 1.28 0.39 0.60 × 10−5

M 0 = 2 × 1028 D-01 (RD) 1.86 0.45 0.86 × 10−5

M 0 = 5 × 1028 D-05 2.99 0.53 1.30 × 10−5

2. Depth: source depth, h (km)
h = 5 D-06 2.54 0.62 1.2 × 10−5

h = 15 D-07 2.41 0.58 1.04 × 10−5

h = 25 D-08 2.21 0.54 1.01 × 10−5

h = 35 D-01 (RD) 1.86 0.45 0.86 × 10−5

h = 45 D-09 1.59 0.38 0.74 × 10−5

h = 5 D-10 (M 0 = 2 × 1027 dyn cm) 0.78 0.41 0.38 × 10−5

h = 45 D-11 (M 0 = 2 × 1027 dyn cm) 0.27 0.14 0.11 × 10−5

3. Dip: fault dip, δ

δ = 10◦ D-12 2.32 0.56 1.20 × 10−5

δ = 20◦ D-13 2.12 0.51 1.04 × 10−5

δ = 30◦ D-01 (RD) 1.86 0.45 0.86 × 10−5

δ = 45◦ D-14 1.58 0.38 0.70 × 10−5

δ = 60◦ D-15 1.25 0.30 0.54 × 10−5

δ = 90◦ D-16 0.69 0.17 0.33 × 10−5

4. Slip: fault slip, λ

λ = 30◦ D-17 1.26 0.31 0.70 × 10−5

λ = 45◦ D-18 1.51 0.37 0.77 × 10−5

λ = 60◦ D-19 1.72 0.42 0.83 × 10−5

λ = 90◦ D-01 (RD) 1.86 0.45 0.86 × 10−5

5. Strike: fault strike, φ

φ = 270◦ D-01 (RD) 1.86 0.45 0.86 × 10−5

φ = 285◦ D-20 1.87 0.45 0.86 × 10−5

φ = 300◦ D-21 1.78 0.43 0.80 × 10−5

6. Distance: distance to shore, L (km)
L = 100 D-22 2.86 0.69 2.90 × 10−5

L = 200 D-23 2.34 0.57 1.59 × 10−5

L = 300 D-01 (RD) 1.86 0.45 0.86 × 10−5

L = 400 D-24 1.63 0.39 0.57 × 10−5

7. Water depth: depth to ocean floor, H (m)
H = 5000 D-01 (RD) 1.86 0.45 0.86 × 10−5

H = 4000 D-25 1.69 0.41 0.76 × 10−5

H = 3000 D-26 1.46 0.35 0.65 × 10−5

H = 2000 D-27 1.19 0.29 0.52 × 10−5

8. Beach slope: beach slope to 5000 m, tan β

tan β = 1/50 D-28 2.87 0.69 1.54 × 10−5

tan β = 1/30 D-29 2.28 0.55 1.12 × 10−5

tan β = 1/20 D-01 (RD) 1.86 0.45 0.86 × 10−5

tan β = 1/13 D-30 1.51 0.36 0.68 × 10−5

9. Composite beaches: tan β up; tan β down

1/20; 1/20 D-01 (RD) 1.86 0.45 0.86 × 10−5

1/50; 1/20 to 800 m D-31 2.67 0.65 1.30 × 10−5

1/13; 1/30 to 800 m D-32 1.57 0.38 0.74 × 10−5

1/100; 1/30 to 250 m D-33 3.01 0.73 1.42 × 10−5

10. ‘Worst case’ scenario D-34 7.55 1.35 6.74 × 10−5

homogeneous elastic substratum; the presence of a weak ‘sedimen-
tary’ layer of lower rigidity would increase the static displacements
and hence the tsunami heights in the near field, just as Okal (1988)
has shown that it can significantly increase the excitation of far-field
tsunamis.

3.1.3 Fault dip, δ

We find that a reduction in dip angle can result in a modest in-
crease in I 1 and I 2, primarily because a lower value of δ results in a
shallower average depth of the rupture area, and thus a larger static
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displacement above the source. Note that a pure dip-slip on a vertical
fault (δ = 90◦) is a particularly inefficient tsunami generator (I 1 =
0.17). This result is expected in the context of normal mode theory
(Ward 1980; Okal 1988), where it expresses the asymptotic singular-
ity in excitation of the transverse moment tensor components Mzx

and Mzy as h → 0, for all modes at all frequencies; in the limit
h = 0, the resulting seismogram (including any tsunami mode)
would be identically zero at all times and all distances.

3.1.4 Fault slip, λ

We let λ vary to investigate the case of oblique convergence at sub-
duction zones, as illustrated for example during the recent PNG
earthquakes (Synolakis et al. 2002a; Borrero et al. 2003) or in the
case of the large 1965 Rat Island earthquake (Wu & Kanamori
1973). Not surprisingly, we find that a component of strike-slip,
which reduces vertical static displacement, lowers the value of I 1

while leaving I 2 practically unaffected. Pure strike-slip solutions
(λ = 0), which classically feature a weak quadrupolar static field,
lead to a run-up distribution with low amplitudes which cannot be
satisfactorily fitted using eq. (1).

3.1.5 Fault strike, φ

In this group of experiments, we keep the azimuth of strike φ within
30◦ of the coastline, to account for the generally limited departure
observed between those two directions. Fault strike is found to have
only a minimal impact on the scalars I 1 and I 2.

3.1.6 Distance, L

This parameter is found to have a significant effect on I 1, and es-
pecially on I 2, which decreases by a factor of 5 when L increases
from 100 to 400 km. This merely expresses the more pronounced
evolution of the wave front away from the source for greater values
of L.

3.1.7 Ocean depth, H

Next, we vary the depth of the ocean basin, while keeping all other
parameters constant, including the slope of the beach. We find that
the deeper basin results in larger and more focused run-ups (in-
creased values of I 1 and I 2). Note that the former result is in gen-
eral agreement with the result of Okal (2003b) in the far field,
namely that the energy carried by the full tsunami wave is prac-
tically independent of H . Then, and everything else being equal,
a deeper ocean basin results in a stronger shoaling effect between
the high seas and the shoreline (see e.g. Green’s law, Green 1838;
Synolakis 1991). The effect on I 2 is entirely attributable to the in-
crease in b (from 1.20 to 1.86 m between H = 2000 and 5000
m), while a remains essentially constant (varying only from 230 to
216 km).

3.1.8 Beach slope, β

We pursue this investigation in the next group of experiments, by
varying the slope of the beach. We find that a gentler slope increases
both scalars I 1 and I 2, by providing a longer, more progressive chan-
nel for shoaling which presumably reduces the amount of energy
reflected back into the ocean. As in the case of variable basin depth
H , the change in I 2 is mostly controlled by that in b (and hence I 1).

3.1.9 The case of composite beaches

We then investigate the case of a composite beach, where the slope
breaks and becomes more gentle at a depth of 800 m. Such models
are particularly relevant to the case of coastlines with extended con-
tinental shelves such as documented in Santa Monica Bay (Borrero
et al. 2001) or in the Davidson Bank, between Unimak Island and
the epicentre of the great 1946 Aleutian ‘tsunami earthquake’ (Okal
et al. 2003b). In general, the addition of a more gently sloping sec-
tion of beach nearest to the coast increases both scalars I 1 and I 2;
this behaviour is consistent with the results of Kánoğlu et al. (1998).

These results strongly document that the relationship between
the amplitude of a near-field tsunami on the high seas, in a flat
basin of depth H , and the eventual run-up at the beach is con-
trolled principally by the morphology of the slope, even in the simple
2-D model considered here. We show that the maximum b of the
distribution of run-up ζ (y) on the beach is not only a function of
the initial deformation of the ocean surface, but also of the shape of
the beach on which the wave shoals. Thus it appears impossible to
define a simple ‘run-up amplification factor’, allowing a universal
transition between wave amplitude at depth H and eventual run-up
at the shoreline. As such, formulae such as Green’s law (Synolakis
1991), expressing the evolution of the amplitude of a propagating
wave due to variation in bathymetry, may not be applicable during
the ultimate interaction of the wave with the shoreline, where its
amplitude can no longer be considered small as compared to the
depth H (Synolakis & Skjelbreia 1993). Indeed, beyond the initial
shoreline, the water depth coincides with the wave amplitude.

Finally, we define a ‘worst case scenario’, built specifically to
achieve a large value of I 2. For this purpose, we consider a large
earthquake (M 0 = 5 × 1028 dyn cm), featuring a relatively shallow
dip (δ = 20◦), placed L = 150 km from the shore in a basin of
depth H = 5000 m, featuring a composite beach with slopes of
1/50 and 1/20 (as in Model D-31). We do not force even smaller
values of epicentral depth or dip angle to remain within the range of
geologically realistic parameters for truly great earthquakes. This
model, D-34, leads to the largest values found for both I 1 (1.35) and
I 2 (6.74 × 10−5); note that the latter remains smaller than 10−4.

The first conclusion of this test of 34 dislocation models is that
the maximum run-up observed on a smooth beach (in the absence
of pronounced bays, river estuaries and other topographic features
enhancing run-up) remains of the order of the slip on the fault,
�u, even in the worst case scenario. This rule of thumb, proposed
empirically by Plafker (1997), is confirmed numerically. The second
conclusion is that under no condition does the scalar I 2 exceed the
value of 10−4 generally associated with the maximum strain released
during regular earthquakes, thus confirming the intuitive argument
given in the Introduction.

3.2 Landslides

Results from landslide sources are presented in Table 2. The refer-
ence model (RL) is computed for a basin depth of 5000 m, a beach
slope with tan β = 1/20, a depression η− = −18 m and an eleva-
tion η+ = 15 m, separated by a lever l = 7 km, with α− = α+ =
0.3 km−1, γ − = 0.3 km−1 and γ + = 0.25 km−1. The source is placed
L = 50 km from the shore. Fig. 4 summarizes the initial displace-
ment field and the result of our simulation, with the best available
fit again shown in red. It is immediately clear that the aspect ratio
scalar I 2 is about 30 times greater than for the reference disloca-
tion model. We emphasize that the scales in Figs 4(a) and (b) are
different from those in Figs 2(a) and (b).
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Table 2. Model characteristics and invariants I 2 and I 3 for dislocation sources.

Parameter varied Model b (m) I 2 I 3

L-01 (reference) (RL) 11.9 0.37 × 10−3 0.66

1. Distance: distance from beach, L (km)
L = 25 L-02 22.8 1.29 × 10−3 1.27
L = 50 L-01 (RL) 11.9 0.37 × 10−3 0.66
L = 75 L-03 7.2 0.14 × 10−3 0.40
L = 100 L-04 4.9 0.62 × 10−4 0.27

2. Size of poles: depression η−; elevation η+ (m)
−9; 7.5 L-05 5.7 0.17 × 10−3 0.64
−18; 15 L-01 (RL) 11.9 0.37 × 10−3 0.66
−26; 21.7 L-06 17.2 0.44 × 10−3 0.66

3. Dipole lever: lever, l (km)
l = 4 L-07 7.4 0.23 × 10−3 0.41
l = 7 L-01 (RL) 11.9 0.37 × 10−3 0.66
l = 12 L-08 15.8 0.44 × 10−3 0.88

4. Dipole azimuth: lever strike, φ (◦)
φ = 180◦ L-01 (RL) 11.9 0.37 × 10−3 0.66
φ = 165◦ L-09 11.6 0.34 × 10−3 0.64
φ = 150◦ L-10 10.8 0.27 × 10−3 0.60

5. Source profile: α−, α+ , γ− , γ + (km−1); η−, η+ (m)
0.3, 0.3, 0.3, 0.25; −18, 15 L-01 (RL) 11.9 0.37 × 10−3 0.66
0.15, 0.15, 0.3, 0.25; −9, 7.5 L-11 [spread along y, scaled 1/2] 11.3 0.45 × 10−3 1.25
0.15, 0.15, 0.15, 0.125; −9, 7.5 L-12 [spread along x and y; scaled 1/2] 11.9 0.37 × 10−3 1.32
0.15, 0.15, 0.15, 0.125; −4.5, 3.75 L-13 [spread along x and y; scaled 1/4] 5.7 0.17 × 10−3 1.27
0.6, 0.6, 0.6, 0.5; −18, 15 L-14 [peaked; unscaled] 3.8 0.12 × 10−3 0.21
0.6, 0.6, 0.6, 0.5; −72, 60 L-15 [peaked; scaled 4] 15.3 0.49 × 10−3 0.21
0.6, 0.6, 0.6, 0.5; −36, 30 L-16 [peaked along y; scaled 2] 12.1 0.34 × 10−3 0.34
0.15, 0.15, 0.15, 0.125; −18, 15 L-17 [spread; unscaled] 23.2 0.73 × 10−3 1.29
0.3, 0.3, 0.15, 0.125; −18, 15 L-18 [spread along x; unscaled] 12.8 0.30 × 10−3 0.71
0.3, 0.3, 0.6, 0.5; −36, 30 L-19 [peaked along x; scaled 2] 15.1 0.52 × 10−3 0.42
0.15, 0.15, 0.3, 0.25; −18, 15 L-20 [spread along y] 21.3 0.83 × 10−3 1.18
0.3, 0.15, 0.3, 0.125; −18, 3.75 L-21 [asymmetric I] 9.5 0.21 × 10−3 0.52
0.3, 0.075, 0.3, 0.0625; −18, 0.938 L-22 [asymmetric II] 8.8 0.13 × 10−3 0.49
0.3, 0.075, 0.3, 0.0625; −18, 0.938 L-23 [asymm. II w/15 km lever] 10.2 0.16 × 10−3 0.57
0.3, 0.0375, 0.3 0.03125; −18, 0.235 L-24 [asymmetric III] 8.9 0.11 × 10−3 0.50

6. Monopole: nature of source
Dipole L-01 (RL) 11.9 0.37 × 10−3 0.66
Monopole L-25 8.4 0.98 × 10−4 0.47
Positive monopole L-26 4.9 0.42 × 10−4 0.33*

7. Water depth: depth to ocean floor, H (m)
H = 5000 L-01 (RL) 11.9 0.37 × 10−3 0.66
H = 4000 L-27 11.9 0.37 × 10−3 0.66
H = 3000 L-28 11.9 0.36 × 10−3 0.66
H = 2000 L-29 12.4 0.32 × 10−3 0.69
H = 5000 L-04 (L = 100 km) 4.9 0.62 × 10−4 0.27
H = 4000 L-30 (L = 100 km) 5.3 0.61 × 10−4 0.30
H = 3000 L-31 (L = 100 km) 6.3 0.69 × 10−4 0.35
H = 2000 L-32 (L = 100 km) 7.5 0.74 × 10−4 0.42

8. Beach slope: slope to 5000 m, tan β

1/50 L-33 10.6 0.33 × 10−3 0.59
1/30 L-34 12.1 0.38 × 10−3 0.67
1/20 L-01 (RL) 11.9 0.37 × 10−3 0.66
1/13 L-35 11.8 0.35 × 10−3 0.66

9. Composite beaches: tan β up; tan β down

1/20; 1/20 L-01 (RL) 11.9 0.37 × 10−3 0.66
1/50; 1/20 L-36 11.0 0.36 × 10−3 0.61
1/13; 1/30 L-37 14.3 0.36 × 10−3 0.80
1/20; 1/500; 1/20 L-38 7.8 0.20 × 10−3 0.43

*In this case, and since η− = 0, I 3 is taken as b/η+.
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As in the case of dislocations, we proceed to vary systematically
the various parameters of the model described above and on Fig. 3.

3.2.1 Distance, L

Both scalars I 2 and I 3 are found to decrease strongly with increasing
distance from the beach, and more so than in the case of dislocations,
reflecting the greater dispersion affecting tsunamis generated by
landslides. Note that the extreme case analysed here, L = 100 km,
would lead to I 2 = 6.2 × 10−5, comparable to the upper bound of
values found in the worst case dislocation scenario (D-34). However,
it is not realistic to expect a landslide on the flat portion of the ocean,
seaward of the toe of the beach.

3.2.2 Pole amplitudes, η− and η+

In this set of models, we change η− and η+, but leave unchanged
the coefficients α and γ , which are inverse measures of the width of
the initial wave (see Fig. 3). This results in a change in the aspect
ratios of the initial depression and elevation on the surface of the
ocean. We find that the scalar I 3 is practically unchanged, while I 2

increases significantly with source size.

3.2.3 Dipole lever, l

The length l of the lever between the two poles of the source is
related to the distance travelled by the slide on the ocean bottom.
The scalar I 3 is found to increase with l, a result consistent with the
1-D analysis of Tadepalli & Synolakis (1994). A short lever also
reduces I 2, while a longer one leaves it relatively unchanged.

3.2.4 Dipole orientation (azimuth), φ

In these models, we allow the dipole to lie at an angle other than
90◦ from the coastline. This is a rather improbable geometry, given
that any slide is expected to occur along the line of steepest descent,
usually perpendicular to the shoreline. We find that a departure from
that geometry reduces both scalars, but only moderately.

3.2.5 Profile of the poles

Next, we vary the coefficients α and γ , controlling the shape of
the initial depression and elevation on the ocean surface. First
(Model L-11), we double the width of the source along the y di-
rection (by halving α− and α+), but we reduce its amplitude by half
(both η− and η+), in order to keep unchanged the total amount of
fluid displaced at the surface. The result is that I 2 is only slightly
changed from the reference model, while I 3 is nearly doubled, to
1.25. As the maximum run-up, b, is practically unchanged (11.3
m versus 11.9 m), this would suggest that the whole run-up dis-
tribution, ζ (y) (both a and b), is controlled by the amount of fluid
displaced at the surface rather than the maximum amplitude of that
initial displacement. The next model (L-12) is obtained from Model
L-11 by doubling the length of the source in the x direction per-
pendicular to the coast (halving the coefficients γ ), and keeping the
values of η− and η+. Note that we now displace twice as much fluid
at the surface, but that this increase occurs entirely along x. We find
that the field ζ (y) is unchanged from the reference model (b = 11.9
m, I 2 = 0.37 × 10−3). We verify in Model L-13 that a further re-
duction in η− and η+ decreases the maximum run-up b, but leaves
the width of the profile a unchanged.

Thus, our analysis strongly suggests that the amplitude and dis-
tribution of run-up are controlled by the surface integral of the
cross-section of the source parallel to the beach (the combina-
tions η−/α− and η+/α+), and largely independent of the parameters
γ describing the distribution in the third dimension (x, perpendicu-
lar to the beach). With hindsight, this result is implicit in Tadepalli
& Synolakis (1994, Fig. 3) and Briggs et al. (1993, Fig. 6) (note that
1/α is a measure of source length, S in their notation). This inter-
pretation is also supported by the results of models L-14, L-15, L-16
and L-18, which involve narrower, rather than broader, sources. It
further suggests that, at the range of distances considered (where
γ L 	 1), the width a and amplitude b of the run-up distribution are
insensitive to the lateral extent of the source along x. The situation
differs fundamentally from that of the seismic dislocation, for which
the extent of the source is always at least comparable to the distance
to shore L, for any earthquake large enough to be tsunamigenic.

Finally, we consider the case of strongly asymmetric dipoles
(models L-21 to L-24), in which we leave the depression unchanged
from the reference model, but increasingly broaden the elevation in
both directions x and y (while reducing its amplitude), to address the
case of a slide losing its cohesion and diffusing laterally as it pro-
gresses. We find that run-up decreases and becomes more scattered
(I 2 decreases).

3.2.6 Monopole

We pursue this approach by considering the ultimate asymmetric
dipole, i.e. a monopole consisting only of a depression, the balanc-
ing elevation being conceptually spread out over the entire ocean
(η+ = 0, α+ = 0, γ + = 0). This model (L-25) could represent the
evolution of the slide into a turbidity current, as documented fol-
lowing a number of underwater landslides (e.g. Heezen & Ewing
1952, 1955). Our results clearly constitute the limiting case of the
asymmetric dipoles (models L-21 to L-24). For completeness and
despite a lack of physical relevance, we also consider the case of the
positive monopole (L-26).

3.2.7 Water depth, H

Table 2 shows that basin depth H has practically no influence on the
amplitude and distribution of run-up when the source is directly over
the sloping beach. This simply expresses the fact that any change
in basin depth taking place seaward of the source does not affect
the wave propagating towards the shore. Only in the case of the
shallowest basin, for which the source is placed near the toe of the
slope, does H become relevant.

Of course, if the source is moved out to sea (L ≥ 100 km), a change
in H means a change in the water column below the source, and
hence affects the final distribution of run-up (models L-30 to L-32).
Note that the amplitude b (and hence I 3) decreases with increasing
H ; this trend is opposite to that for dislocation sources, because of
the different distances L (and hence ratios L/H) involved in both
cases. On the other hand, the scalar I 2 is essentially independent
of H .

3.2.8 Slope and shape of beach

Again, contrary to the case of dislocation sources, we find that the
slope of the beach or the presence of a composite beach play only
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a very marginal role on the amplitude of run-up and leave I 2 prac-
tically unchanged. We attribute this to the fact that, in the case of
a dislocation, the source is located farther seaward relative to the
toe of the sloping beach, so that reflection at the transition affects
the evolution of the wave, as discussed by Synolakis (1987). In con-
trast, for the landslide source, the relative independence of run-up
on the beach slope is consistent with the findings of Liu et al. (2003,
Fig. 4) for the 1-D evolution of landslide waves generated by moving
blocks.

In a final experiment (L-38), we consider the case of our standard
slope (tan β = 1/20), but interrupt it between depths of 100 and
200 m by a 50 km wide continental shelf (tan β = 1/500). We place
the source on the continental slope, at L = 75 km from the beach, as
in the case of Model L-03, which featured a standard beach slope.
We find that the maximum run-up b is practically unchanged, while
I 2 increases slightly, and at any rate remains greater than 10−4.

In conclusion, our results from 72 simulations are summarized
in Fig. 5, which plots the scalars I 1 (or I 3) and I 2 using logarithmic
scales for the two populations of models considered. Focusing first
on the scalar I 2, it is clear that the two populations of sources are
well separated, with the possible exception of the four landslide data
points shown as open circles and for which I 2 < 10−4. However, the
latter correspond to L = 100 km, i.e. to landslide sources occurring
in the deep ocean basin. They were included in the database only
to glean some understanding of the influence of the parameter L
on the distribution of run-up, but are physically unrealistic, since a
landslide must occur on a slope. The last experiment (L-38) shows
that the presence of a large continental shelf will actually increase the
value of I 2. Even the borderline case of the monopole (I 2 = 0.98 ×
10−4) is a limiting case abstraction. We conclude that the scalar I 2

constitutes a reliable discriminant of the nature of the source, with
any value larger than 10−4 being characteristic of a landslide source.

As for the scalars I 1 (or I 3), Fig. 5 shows that they remain of order
1 or smaller. For dislocations, the largest value of I 1, obtained in our
worst case scenario, is 1.35. In this respect, we verify the intuitive
argument of Plafker (1997) regarding scaling of maximum run-up
to fault slip, and confirm that I 1 could also be used as a discriminant
of the nature of the source. However, its computation requires the

Figure 5. Scalar values I 1 (or I 3) and I 2 obtained for the simulations performed in the present study. The 34 blue dots represent dislocation models; the
37 red ones landslides. The bull’s eye symbols identify the reference models (D-01 and L-01). In the case of landslides, the open symbols show the geologically
improbable models L-04, L-30, L-31 and L-32, for which L = 100 km, i.e. the landslide would have to take place in the flat ocean basin. The triangles (with
Julian dates, see Table 3) refer to the survey data sets discussed in Section 4; for all of them the value I 1 is calculated from estimates of M 0 using scaling laws.
I 1 is clearly much too large for the 1998 PNG and 1946 Aleutian events, whose values of I 2 are also characteristic of landslides.

knowledge of the slip �u, which is always a difficult measurement
and may not be available in real time.

4 A P P L I C AT I O N T O S U RV E Y
DATA S E T S

We regroup into a database the run-up profiles surveyed and pub-
lished by the International Tsunami Survey Teams following eight
major tsunamis of the past 12 yr; we also include field data of the
great 1946 Aleutian tsunami, surveyed in 2001 at Unimak Island by
Okal et al. (2003b).

Table 3 lists all relevant information, and in particular the sources
of the compiled data sets. Whenever available, the exact coordinates
of the locations surveyed were entered in the database, the coast-
line digitized from a map, and its azimuth (the direction ‘y’) opti-
mized by regression. We eliminated from this study surveys taken
on coastlines which were either too irregular or too fragmented to
be adequately approximated by a straight line. This resulted in the
exclusion of such cases as the 1994 Mindoro, 1994 Kuriles, 1996
Biak or 1999 Vanuatu tsunamis. Also, we excluded from our profiles
points surveyed on offshore islands (e.g. in the 2002 Wewak, PNG
event or at Sanak in the case of the 1946 survey). Finally, we also
deleted run-up values involving splashing against steep cliffs.

For each event investigated, we proceed to best-fit a profile of the
type in eq. (1) to the data set, and list in Table 3 the resulting values
of b, a and I 2. In order to compute an estimate of I 1, the slip �u
is inferred from published values of M 0, using the scaling laws of
Geller (1976). Note that this approach may result in underestimating
�u if the earthquake features anomalous properties, such as rupture
in weak material. However, in the context of using I 1 as a discrim-
inant, possibly in quasi-real time, we prefer to use estimates of �u
derived from scaling laws. The resulting values of I 1 are listed in
Table 3, and individual profiles shown on Fig. 6; note that all frames
use a common vertical exaggeration of 10 000, so that aspect ratios
are directly comparable. The nine events are also shown as triangles
(keyed to their Julian dates) in the {I 1, I 2} plane on Fig. 5.

The most important result from this investigation is that two earth-
quakes stand out as clearly anomalous—the 1946 Aleutian and the
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Table 3. Field survey data set.

Best-fit parameters
Event Date Epicentre Seismic moment, M 0 �u No of survey

(Day Mo (J) Yr) (◦N, ◦E) (1027 dyn cm) [Ref.] (m) points [Ref.] b (m) a (km) I 1 I 2

Unimak, Aleutians 01 Apr. (091) 1946 53.31, −162.88 80 [a] 9.0 21 [b] 31.0 46 3.4 6.7 × 10−4

Mexico 19 Sept. (262) 1985 18.19, −102.53 11 [c] 4.3 11 [d] 3.7 176 0.86 2.1 × 10−5

Nicaragua 02 Sept. (246) 1992 11.74, −87.34 3.4 [e] 2.9 71 [f] 5.4 130 1.8 4.1 × 10−5

Java 02 June (153) 1994 −10.48, 112.84 5.3 [g] 3.4 54 [h] 6.0 219 1.8 2.7 × 10−5

Mexico 09 Oct. (282) 1995 19.06, −104.21 11.5 [i] 4.3 34 [j] 4.0 121 0.93 3.2 × 10−5

Chimbote, Peru 21 Feb. (052) 1996 −9.59, −79.59 2.2 [k] 2.5 42 [l] 3.1 241 1.4 1.3 × 10−5

Aitape, PNG 17 July (198) 1998 −2.96, 141.93 0.37 [m] 1.4 83 [n] 9.0 19 6.4 4.7 × 10−4

Camana, Peru 23 June (174) 2001 −16.27, −73.64 47 [o] 6.9 26 [p] 4.7 111 0.68 4.2 × 10−5

Wewak, PNG 08 Sept. (251) 2002 −3.30, 142.95 3.0 [q] 2.7 36 [q] 1.5 131 0.56 1.2 × 10−5

References: a, López & Okal (2002); b, Okal et al. (2003b); c, Dziewonski et al. (1986); d, Abe et al. (1986); e, Dziewonski et al. (1993); f, Abe et al. (1993);
g, Dziewonski et al. (1995); h, Tsuji et al. (1995); i, Dziewonski et al. (1997a); j, Borrero et al. (1997); k, Dziewonski et al. (1997b); l, Bourgeois et al.
(1999); m, Dziewonski et al. (1999); n, Synolakis et al. (2002a); o, Ekström et al. (2003); p, Okal et al. (2002); q, Borrero et al. (2003).

Figure 6. Run-up profiles obtained during surveys of recent tsunamis by the International Tsunami Survey Teams (b–i), and for the 1946 Aleutian event
by Okal et al. (2003b) on Unimak Island (a) (see Table 3 for relevant details and references). The various frames are identified by Julian dates and arranged
sequentially in time. Full dots are the individual points surveyed and open circles show data points involving documented splashes on coastal cliffs, and excluded
from the regressions. All nine frames use the same vertical exaggeration of (104), allowing direct comparison of the aspect ratios of the various data sets. The
red curves are the best-fitting functions of the type of eq. (1), with relevant parameters a, b and c and scalar I 2 listed explicitly on each frame. In (c) and (g), the
dashed lines are regressions incorporating the splashes. Note the clearly singular behaviour of the 1998 PNG data set (h), confirming generation by a landslide.
In the case of Unimak (a), the absence of data for negative y makes the interpretation more tentative, but the rapid decay of ζ with positive y strongly suggests
a similar mechanism.

1998 Aitape, PNG, events, which feature values of both scalars I 1

and I 2 significantly in excess of the range obtained for dislocations
in Section 3. They are shown as inverted triangles in Fig. 5. In the
case of the Aitape event, our investigation merely quantifies the ex-
treme concentration of the devastation on a short stretch of coastline,
as reported for example by Synolakis et al. (2002a). The distribu-
tion of run-up is somewhat more difficult to interpret for the 1946
earthquake, because of the lack of data to the west of Unimak Island
(Okal et al. 2003b). However, the very rapid eastward drop of run-up
with distance documented in Fig. 6(a) clearly requires a value of I 2

typical of a landslide rather than of a dislocation. By analogy with
the case of Aitape, where the occurrence of a landslide is confirmed
by independent evidence (Davies et al. 2003; Okal 2003a; Sweet
& Silver 2003), the analysis of I 2 confirms that the 1946 near-field
tsunami on Unimak Island was due to an underwater landslide.

The two landslide events also feature large values of I 1, when this
scalar is computed based on seismic slip expected from available
estimates of M 0 for the parent earthquakes. For the remaining seven
earthquakes, I 1 is at most 1.8, reaching this maximum value for the
1992 Nicaragua and 1994 Java earthquakes, and a slightly lower
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Figure 6. (Continued.)

value (1.4) for the 1996 shock at Chimbote, Peru. All three events
have been documented as ‘tsunami earthquakes’ (Newman & Okal
1998; Polet & Kanamori 2000), and the high values of I 1 may be an
artefact of underestimating �u.

Finally, Figs 6(h) and (i) provide a spectacular illustration of the
difference between the two PNG tsunamis in 1998 at Aitape and
in 2002 at Wewak. As described in detail by Borrero et al. (2003),
these two earthquakes featured strikingly differing damage, even
though their epicentres were only 120 km apart: the 1998 event did
practically no structural damage, but its tsunami was devastating,
while the stronger 2002 event resulted in widespread destruction,
but only a benign tsunami. The interpretation—that an underwater
landslide was triggered in 1998 but not in 2002—is clearly supported
by the respective values of I 1 (11 times greater in 1998) and I 2

(39 times greater in 1998).

5 C O N C L U S I O N

The simulation of the run-up of a near-field tsunami along a beach
for more than 70 scenarios of both dislocation and landslide sources
identifies the aspect ratio I 2 as a robust potential discriminant

between the two families of sources. It represents the ratio of the
maximum run-up b to the characteristic width a of its distribution
along the beach, and we infer that it is inherently bounded, in the case
of seismic dislocations, by the maximum strain release at the source.
Even in a worst case scenario, we find that I 2 remains less than 10−4.
By contrast, landslide sources, which concentrate large vertical mo-
tions over relatively limited lateral dimensions, lead to higher values
of I 2 for all physically realistic combinations of source parameters.
Thus, in very simple terms, the threshold I 2 = 10−4 could serve as
a source discriminant in the near field.

We find that the scalars I 1 and I 3 which scale the maximum run-
up b to the initial motions of the source (either the seismic slip �u
for the dislocation or the amplitude of the original depression for the
landslide), are also relatively robust, never exceeding a value of 1.5
in all the cases considered. Thus our simulations validate the ‘rule of
thumb’ that a seismic dislocation does not produce run-up much in
excess of its own amplitude of slip on a nearby beach with a smooth
topography, and the concept of using I 1 as a further discriminant of
the nature of the source.

In the aftermath of a local tsunami, and notwithstanding the dif-
ficulty of obtaining a preliminary model of the seismic source,
widely available real-time estimates of the seismic moment (e.g.
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Figure 6. (Continued.)

Okal & Talandier 1989) can give an order of magnitude of the slip
�u expected under scaling laws, and thus a value of I 1 can be in-
ferred from a field survey. Our analyses show that excessive values
of I 1, corresponding to run-up amplitudes reaching five times or
more the values of the seismic slip �u, are simply incompatible with
tsunami generation by a dislocation. Indeed, such a mismatch was the
crucial evidence behind the early suggestion that a submarine land-
slide had to be involved in the source of the 1998 PNG earthquake
(Synolakis et al. 1998).
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