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S U M M A R Y
The destructive 1980 Campania-Lucania earthquake was a complex event, consisting of at
least three subevents. While the main features of the first (0 s) and of the last (40 s) subevents
are widely accepted, the second subevent (20 s) is still controversial. Fault geometries are
here determined from levelling data, using a global minimization technique. Even if uplifts
of southernmost benchmarks (the most sensitive to the 20 s subevent) are small, new proper
statistical analysis allows us to draw a few robust conclusions. Our results agree with previously
accepted models as regards the 0 and 40 s subevents. As regards the 20 s subevent, previous
models always assumed a northeast-dipping fault, while levelling data show that it could have
been equivalently caused by a rupture dipping either southwest or northeast. The statistical
significance of the two models is about the same, and strike and dip of the two faults are
consistent with the two focal planes previously obtained from teleseismic data. Aftershock
distribution seems to favour the southwest-dipping fault model.
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1 I N T RO D U C T I O N

The 1980 November 23 Campania-Lucania earthquake, also known
as the Irpinia earthquake (surface wave magnitude M s = 6.9, killing
around 3000 people), was one of the most destructive earthquakes
which occurred in Italy in the 20th century and was a relatively
rare complex large normal faulting earthquake. Better knowledge
of this event will contribute not only to an understanding of the active
tectonics of Italy and the recognition of local active structures, but
also to an understanding of extensional tectonics in general.

This earthquake was the first event in Italy for which sizeable and
coherent surface faulting has been positively recognized, first by
Westaway & Jackson (1984), who described a 10 km fault scarp, and
later by Pantosti & Valensise (1990), who reconstructed a steeply
dipping fault scarp extending from both ends up to 38 km total
length. Recently, Blumetti et al. (2002) mentioned a further 8 km
end-to-end rupture about parallel to the previous ones (Fig. 1). In-
version of teleseismic data allows us to state the main features of the
earthquake, which was unanimously recognized as a complex event
comprising at least the main shock and two subevents occurring
about 20 and 40 s later (e.g. Westaway & Jackson 1987; Giardini
1993). Most published seismic moments range between 2.4 × 1019

and 3.0 × 1019 N m, fault dip for the main shock between 53◦ and
63◦ and strike between 305◦ and 330◦.

Results from different data sets (teleseismic records, strong mo-
tion records, levellings, geological evidence) are in good agree-
ment regarding the features of the fault related to the main shock
(0 s subevent) and are similar regarding the 40 s subevent, but are
in strong disagreement regarding the 20 s subevent.

The fault scarps recognized by Westaway & Jackson (1984) and
the northern extension in Pantosti & Valensise (1990) are unani-
mously associated with the 0 s subevent. Localization of the main
shock (Westaway & Jackson 1987) and of the 40 s subevent (Bernard
& Zollo 1989) from seismic data is also generally accepted (e.g.
Nostro et al. 1997).

The P-wave radiation of the 20 and 40 s subevents shows a very
similar azimuthal distribution (Westaway & Jackson 1987). One
nodal plane dips northeast at 20◦ and strikes −45◦, the other nodal
plane dips southwest at 70◦ and strikes 135◦. Bernard & Zollo (1989)
chose the 70◦ southwest-dipping plane as the fault plane for the
40 s subevent, mainly because of the aftershock mechanisms, the
distribution of aftershocks and geological field observations. A more
steeply dipping (about 85◦) fault has been suggested by Pingue &
De Natale (1993) from levelling data.

Westaway & Jackson (1987) showed that this fault plane solution
for the 20 s subevent can account for the relative amplitudes and
azimuthal distribution of the compressional pulses at about 25 s in
the teleseismic records. The southwest-dipping plane is constrained
by the large amplitude of compressional pulses at stations to the
northeast and east of the epicentre. Bernard & Zollo (1989) chose
the 20◦ northeast-dipping plane as the fault plane because of the
observed subsidence on the southern part of the epicentral area and
the concentration of aftershock activity beneath and to the east of
San Gregorio Magno (hereinafter referred to as SGM), and associ-
ated the SGM fractures with the 20 s subevent through a secondary
faulting system (see also Nostro et al. 1997). Pingue et al. (1993)
checked several direct models against levelling data and suggested
a much shallower (about 1 km deep) fault. All later papers share a
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Figure 1. Map of the faulted area. Outlined circles, benchmark sites (la-
belled every 10) and uplifts; outlined diamonds, shared benchmarks; stars,
subevent epicentres according to Westaway & Jackson (1987) (0 s), and
Bernard & Zollo (1989) (20 and 40 s). The circle around the epicentre of the
20 s subevent is its estimated error according to Bernard & Zollo (1989).
Thick solid lines west of line 81 indicate the fault scarps identified by West-
away & Jackson (1984) and Pantosti & Valensise (1990). Thick solid lines
east of line 81 indicate the fault scarps identified by Blumetti et al. (2002).
Surface projection of the upper side of the subevent source faults according to
Bernard & Zollo (1989) (dotted), Pantosti & Valensise (1990) (dashed) and
Pingue & De Natale (1993) and Pingue & De Natale (1993) (long-dashed)
are also shown. Rotated axes (origin at 15◦15′39′ ′E, 40◦46′31′ ′N) have been
used for inversions.

northeast-dipping fault. Relying mainly on surface fracture investi-
gations, Pantosti & Valensise (1990) ascribed the SGM fractures to
the 20 s subevent and suggested a source fault striking about −50◦

and dipping about 60◦ northeast—an extension of the fault respon-
sible for the 0 s subevent. According to Pantosti et al. (1993a,b) the
0 and 20 s fault segments ruptured during four palaeoearthquakes
which show essentially the same geometry and amount of released
slip of the fault indicated to be responsible for the 20 s subevent.

Accelerograms at three stations located close to the epicentral
area (AUL, BRI and TRI, see Fig. 1 in Bernard & Zollo 1989) show
high accelerations very likely related to the 20 s subevent. They
have been investigated, for example by Bernard & Zollo (1989) and
Vaccari et al. (1993), to locate the 20 s source but, as stressed by
Bernard & Zollo (1989) ‘the first arrival P or S from this shock
are not easy to identify on the three records (TRI, AUL, BRI) be-
cause of the high level of reverberated phases’. Moreover, timing
is affected by uncertainties in the nucleation site of the main shock
(which triggered the accelerometers) and in the velocity model. In
agreement with Cocco & Pacor (1993a,b) we believe that the scarce
source coverage does not allow us to extract more information on
the source mechanism of the 20 s subevent. Localization of the 20 s
subevent from seismic data in Westaway & Jackson (1987) is about
20 km northwest of that in Bernard & Zollo (1989) and of the SGM
fractures.

Data with different types of resolution (accelerograms, teleseis-
mic waveforms, surface fractures and geodetic data) are commonly
jointly inverted, and a priori equal weights are often used (e.g.
Salichon et al. 2003). In this work we prefer a different approach,
performing a non-linear global inversion of levelling data and check-

ing for the effects of the modelling assumptions (e.g. uniform slip
distribution). If available geodetic data prove capable of distinguish-
ing between different models, and results are fully consistent with
results from all other data, not only can we confirm the reliability
of geodetic data but we are also confident that results are not due
to some kind of compromise. For example, when jointly inverting
two data sets, a similar confidence could be reached using trade-off
curves between the two terms of the cost function while varying the
relative weights (e.g. Amoruso et al. 2002). In this work the huge
number of free parameters (see Section 4) makes this procedure im-
practically long, but if available geodetic data turn out to be scarcely
able to distinguish between different models, and/or results are not
fully consistent with results from all other data, a joint inversion is
necessary. We will see that this is not the case in this work.

The non-linear global inversion is performed following Amoruso
et al. (2002), but here for the first time it is applied to a complex earth-
quake comprising three distinct events. Moreover, we have used a
new approach to get residual statistics, assert statistical significance
of competing models and investigate the resolving power of exper-
imental data.

2 DATA S E T

Precision levellings were carried out along lines 81 and 82 of the
IGMI (Italian Military Geografic Institute) high-precision national
levelling network before the earthquake in 1958 and 1959 and af-
ter the earthquake in 1981. The two lines share a benchmark near
Potenza (Fig. 1). The field measurements were performed accord-
ing to the criteria of high-precision levelling, i.e. t = ±0.25

√
L cm,

where t is the tolerance of the difference between the fore and back
levelling between two subsequent benchmarks and L is the distance
between the two benchmarks in kilometres. Actual measurement
errors were probably lower, since closing errors were much smaller
than expected (Arca & Marchioni 1983). Combined survey preci-

sion t =
√

t2
pre + t2

post depends on the precision of pre-earthquake
and post-earthquake levellings; a conservative estimate based on
above-mentioned tolerance limit is t = ±0.35

√
L cm.

Further measurements were carried out at a small levelling net-
work connected to line 81 (12 benchmarks near the Conza Dam,
Fig. 1) in October 1980 and just after the earthquake (Cotecchia
et al. 1986).

Our data set consists of measurements at 142 benchmarks:
98 benchmarks of line 81 (excluding the benchmark shared with
line 82) 36 benchmarks of line 82 (including the benchmark shared
with line 81), and eight benchmarks of the Conza Dam levelling
network (excluding the benchmark connecting it with line 81). As
regards lines 81 and 82, the data set is consistent with Pantosti &
Valensise (1990), who inspected the most significant parts of line
81. We have not taken into account benchmarks of line 82 near Eboli
(60 km west of Potenza), because they are located mostly on lime-
stone outcrops and suffered a relevant subsidence from 1958 to 1981
(e.g. Fig. 12 in Pantosti & Valensise 1990) certainly not ascribable
to the 1980 Campania-Lucania earthquake. Following Pingue et al.
(1993) we have taken into account benchmarks close to the epi-
central area (Figs 1 and 2) since the well-correlated subsidence of
that part of line 82 can be reasonably considered as coseismic. Its
amount with respect to the benchmark shared with line 81 (about
8 cm) is much larger than the cumulative measurement error
(about 1.4 cm, from L ≈ 15 km). The subsidence shows a quasi-
symmetrical shape and the levelling line completely recovers from
subsidence going on westward. Only three non-consecutive data
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Figure 2. Top: Measured uplift differences between adjacent benchmarks
(circles) and predicted values if all sections are M 2-inverted (squares), if
most scattered sections are discarded (triangles), and if southern sections
are M 1-inverted for the 20 s fault, after fixing the 0 and 40 s faults to their
best-fit values obtained by inverting uplifts (stars). Section 69–70 is out of
the frame. The error bar at the upper right corner of the plot represents
a typical measurement error on uplift differences. Bottom: Observed up-
lifts along the levelling lines (circles); predicted uplifts if all sections are
M 2-inverted (solid line), if most scattered sections are discarded (dashed
lines), and if southern sections are M 1-inverted for the 20 s fault, after fixing
the 0 and 40 s faults to their best-fit values obtained by inverting uplifts
(dotted lines).

(129, 133 and 135 in Fig. 2) depart from the smooth pattern of
benchmark vertical displacements, appearing as subsidence spikes
and suggesting local soil compaction. Moreover, the reliability of
line 82 is a posteriori checked for by inspecting its capability to
resolve parameters of the 20 s subevent fault and their consistency
with other data sets. As regards the Conza Dam line, not taken
into account by Pantosti & Valensise (1990), we follow Pingue &
De Natale (1993). Benchmarks are numbered starting from line 81,
south to north, continuing on the Conza Dam network, and on line
82, west to east (Fig. 1).

3 M O D E L L I N G

The 1980 Campania-Lucania earthquake is generally considered to
comprise three main normal-faulting subevents. Here we assume
that the source faults are rectangular, slip is homogeneous on each
fault, and faults are embedded in a homogeneous elastic half-space
(Okada 1985). The complete formulation of faulting for each fault
involves strike, dip and rake angles, magnitude of the slip vector, two
geometrical dimensions, depth of the fault upper side and position
of the centre of the fault trace. For three distinct faulting events,
modelling depends on 27 parameters. Faults 1 and 2 (the 0 and
40 s faults of the literature) are located in the northern part of the

epicentral area and fault 3 (the 20 s fault) is located in the middle
and southern parts of it.

Several tests indicate that a totally unconstrained inversion of
levelling data is scarcely reliable as regards the location of the 0 s
subevent, which appreciably affected benchmarks running almost
parallel with its source fault. The main features of the 0 s subevent
are, however, well constrained by the surface ruptures along the
Mount Marzano and Mount Carpineta segments (Fig. 1) and by
seismic data, so we fix strike (N48W) and dip (60◦) of the 0 s fault
and we let the fault trace move along the above-mentioned fractures.
To meet this constraint easily, we use a coordinate system where the
x-axis strikes N42E and the y-axis strikes N48W. The axis origin is
located at 15◦15′39′ ′E, 40◦46′31′ ′N (Fig. 1). In what follows, strike is
given in degrees clockwise from the y-axis, when it is not specified
in terms of the cardinal points. Because numerical tests indicate
that rake angles are scarcely resolved by available levelling data,
we assume a pure normal faulting mechanism for all the sources,
consistently with seismic data from the Irpinia earthquake and with
regional seismicity, and as always accepted in the literature. These
constraints reduce the number of free parameters to 21.

The effects of the assumptions (uniform slip distribution, pla-
nar faults, homogeneous half space, etc.) on results will be dis-
cussed later in the text, and we will see that all relevant features are
unaffected.

4 I N V E R S I O N T E C H N I Q U E

Data inversion leads to minimizing a cost function which measures
the disagreement between model and observations adjusting a suit-
able set of model parameters. The cost function is obtained from
maximum-likelihood arguments according to the statistical distri-
bution of the residuals, i.e. of the differences between data and
model predictions (Amoruso et al. 1998, 2002). We use two differ-
ent cost functions, namely the mean squared deviation of residuals
(chi-square fitting, M 2) and the mean absolute deviation of resid-
uals (M 1). The cost function M 1 is less sensitive to the presence
of outliers, which can prevent accurate determination of model pa-
rameters if M 2 is minimized (e.g. Press et al. 1992; Amoruso et al.
2002).

Residuals are due to random measurement errors as well as to non-
measurement errors, mainly caused by interseismic and coseismic
benchmark instabilities and the use of an inadequate model. As an
example, we do not take into account curved faults, heterogeneities
in the elastic properties of the medium, local response effects like
soil compaction, landslides, topographic focusing, etc.

In the case of levelling surveys, random measurement errors de-
pend on the square root of the distance between consecutive bench-
marks, and generate a white Gaussian noise on section height differ-
ences and a random-walk noise on uplifts, since height differences
between adjacent benchmarks are statistically independent experi-
mental data (Arnadottir et al. 1992; Murray et al. 1996).

Non-measurement errors are often uncorrelated. Their distribu-
tion is not Gaussian and is possibly asymmetrical (e.g. because of
soil compaction). They can generate a high-frequency noise with
a wavelength comparable to benchmark spacing. Sometimes non-
measurement errors largely exceed measurement errors, particularly
if benchmark spacing is short.

Both measurement and non-measurement errors always affect the
residuals. When using a covariance matrix including only measure-
ment errors (e.g. Arnadottir et al. 1992), it is implicitly assumed that
uncorrelated non-measurement errors are negligible. It has already
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been noted that when uncorrelated errors are neglected results can
appear biased towards fitting a few locally extreme values of the
slope of the levelling curve at the expense of smoother trends in
the levelling data, which should be the more robust features of the
signal (Pollitz et al. 1998). Decimating levelling data could help in
reducing the bias, but it is intrinsically affected by spatial aliasing. In
order to take into account both measurement and non-measurement
errors in a χ 2 fitting, the data covariance matrix has to include both
off-diagonal and diagonal terms (e.g. Pollitz et al. 1998, for post-
seismic benchmark instability).

Measurement errors can be easily estimated, while non-
measurement errors are usually scarcely known. The relative impor-
tance of the two kinds of error can be stated using model stability
analysis, but in this work such a procedure is computationally too
intensive. Here we use a simple test to check whether measurement
or non-measurement errors dominate. If errors are normally dis-
tributed, the ratio χ2/g between the total square residual for the χ 2

best-fit model and the number of degrees of freedom (g) is a good
statistical estimate of the a priori scaling of the uncertainties. At first
we use section height differences as statistically independent data,
and assign the conservative estimate 0.35

√
Lcm (see Section 2) to

measurement errors. We then compute χ2/g for the best-fit model.
If χ2/g ≈ 1 than measurement errors can account for the misfit be-
tween data and predictions, but if χ2/g � 1 than non-measurement
errors account for the misfit. In this latter case it can be appropriate,
even if not rigorous, to neglect measurement errors.

The cost function that we minimize for normally distributed resid-
uals is

M2 =
3∑

j=1

N j∑
i=1

(
ν j i + u0 − ν j i (a)

σ j i

)2

. (1)

The cost function for two-sided-exponential distributed errors is

M1 =
3∑

j=1

N j∑
i=1

∣∣∣∣ν j i + u0 − ν j i (a)

σ j i

∣∣∣∣ . (2)

In the case of negligible measurement errors, ν j i is the coseismic
uplift of benchmark i, line j , N 1 = 98 (benchmarks from line 81),
N 2 = 8 (Conza Dam net) and N 3 = 36 (benchmarks from line 82).
Static baseline correction u0, common to the three linked nets, be-
haves like a further free parameter of the model. In the case of
negligible non-measurement errors, ν j i is the coseismic change of
section height difference i, line j ( j = 1, 2, 3), N 1 = 98 (levelling
sections from line 81), N 2 = 8 (levelling sections from the Conza
Dam net) and N 3 = 35 (levelling sections from line 82). Static
baseline correction is removed. Model predictions ν j i (a) depend on
model parameters a.

The reliability of the best-fit model can be tested through its sensi-
tivity to the assumed error distribution and checking the a posteriori
distribution of residuals against the assumptions.

Minimizing the cost function requires the use of numerical tech-
niques capable of finding the global minimum in the presence of
multiple local minima, whose number and depths are increased by
experimental noise. We use the ASA (adaptive simulating anneal-
ing) method (e.g. Ingber & Rosen 1992; Ingber 1993) which is able
to self-optimize its own cooling parameters recursively. Success in
finding the global minimum is never guaranteed, but we believe
that it is more important to identify the region of parameter space
that contains models of acceptable data fit. This is accomplished
by running a large number of inversions with random initial cool-
ing parameters starting from random points of the parameter space.
Endpoints are then plotted versus related costs.

To increase reliability of the global inversion results, we use a
two-step procedure. First, we run tens of inversions, starting from
different initial points of the parameter space and using different ini-
tial values of the cooling parameters. Parameter bounds regarding
fault locations are very large and rely on the assumption that faults
1 and 2 (the 0 and 40 s faults of the literature) are located in the
northern part of the epicentral area, and fault 3 (the 20 s fault) is
located in the middle and southern parts of it. No bound is given
to strike and dip of faults 2 and 3, or to depth, dimensions or slip
magnitude of all the faults. Parameter values are allowed to vary in
discrete steps. Computed values of model parameters and of costs
are then used to tighten the bounds of better-resolved parameters for
the latter step, where all parameters are allowed to vary continuously.
The procedure reduces the volume of the sampled parameter sub-
space for this latter set of inversions, thus increasing optimization
efficiency.

Because of correlation between different parameters, number of
parameters and unknown distribution of residuals, determination
of the confidence intervals is a quite difficult task. The bootstrap
percentile method applies the best-fit technique to a large number
of synthetic data sets, obtained by randomly resampling from the
actual data set with replacement, and is often used to estimate con-
fidence intervals without making assumptions about the underlying
statistics of the errors (e.g. Arnadottir & Segall 1994). Bootstrap-
ping also allows estimate correlations between different parameters,
by forming a scatter plot of all the estimates for each parameter pair
and visualizing the correlations between the parameter pairs (for
details see Cervelli et al. 2001).

Strictly speaking, a full optimization procedure should be per-
formed at each resample, but in our case computation time would
be unacceptable. In this work we use a faster method (downhill sim-
plex, Press et al. 1992), starting from selected models to explore the
parameter region surrounding each faulting model. We will see that
global inversion of levelling data produces two well-defined min-
ima in two very different regions of the parameter space or, in other
words, leads to two very different faulting models. We use these
two models as starting points for downhill simplex minimization
of the misfit between predictions and bootstrapped data. Separate
analysis of the two models is possible because the downhill simplex
technique is able to explore the regions related to the two models,
but unable to jump from one region to the other.

This approach allows us not only to determine confidence inter-
vals of model parameters but also to state the statistical significance
of the cost difference between competing models.

5 I N V E R S I O N R E S U LT S

First we minimize cost function M 2 using section height differences
as statistically independent data. The data set includes sections con-
necting line 81 to line 82, and the Conza net to line 81. Using
σi = 0.35

√
Li cm, where Li is the distance in kilometres between

two consecutive benchmarks, the best-fit χ 2 is 10751, g is 120 (141
levelling sections minus 21 free fault parameters) and χ2/g is 89.6
(� 1). In order to reduce the effects of the most scattered data, we
exclude the 10 sections whose residuals divided by σi = 0.35

√
Li

are larger than twice the standard deviation (2
√

χ2/141). The best-
fit χ 2 is now 5616, g is 110, and χ2/g is 51.1, again � 1.

The conclusion that measurement errors cannot account for mis-
fit is also supported by comparison between predicted and observed
deformation patterns. The best-fit model scarcely reproduces data
for line 81 and is completely unable to reproduce the subsidence of
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line 82 (in particular benchmarks 120 to 138), even after exclud-
ing from the data set those data whose residuals exceed twice the
standard deviation (Fig. 2). Similar results have been obtained min-
imizing M 1, both using all data or only data which see the 20 s
subevent (benchmarks 1–35 on line 81 and 107–142 on line 82).
In this latter case we have subtracted the contribution to vertical
displacements by the 0 and 40 s faults, whose parameters (models
A and B, see later in this section) have been obtained by inverting
uplifts (Fig. 2).

Since non-measurement errors largely exceed measurement er-
rors, considering benchmark uplifts as statistically independent data
appears adequate. This conclusion is supported by a systematic gen-
eral study of the effects of error treatment in the inversion of levelling
data using model stability analysis (Amoruso et al., in preparation).
As already mentioned, such a procedure is computationally too in-
tensive in the case of the Campania-Lucania earthquake. We have
performed a small number of tests taking into account combined
(measurement and non-measurement) errors. Non-measurement er-
rors have been assumed small (with respect to measurement errors)
where benchmarks were slightly affected by the earthquake, and
large where benchmarks were strongly affected by the earthquake
and uplift values are very scattered. Results are quite similar to those
obtained assuming negligible measurement errors everywhere.

We have run hundreds of inversions considering uplifts as statis-
tically independent data and minimizing M 1 and M 2. Uncertainties
σ j i could be different from one another, but we assign the same
uncertainty to all uplifts. For the sake of simplicity, we put σ j i

= 1 cm for all data, since using a different value leads to a mere
misfit scaling. Several tests indicate that results are scarcely af-
fected by the choice of assigning the same uncertainty to all uplift
data.

We have checked the a posteriori residual distribution from
each inversion against the assumed distribution (Gaussian or two-
sided exponential) using the standard Kolmogorov–Smirnov and
Kuiper tests on cumulative distributions (e.g. Press et al. 1992).
The Kolmogorov–Smirnov test tends to be most sensitive around
the median value and less sensitive at the extreme ends of the dis-
tribution, while the Kuiper test guarantees equal sensitivities at all
values of the residuals. Since the cost function M 2 has undesired
sensitivity to outlying points, the a posteriori distribution of residu-
als should be checked against the assumed distribution using a test
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Figure 3. Values of strike (left panel, degrees clockwise from the y-axis of Fig. 1) and dip (right panel) of the 20 s fault from all the inversions performed
minimizing M 1. Note that steeply dipping faults always strike about N120E while low-angle dipping faults always strike about N60W.

which is most sensitive at the extreme ends of the distribution, but
unfortunately there is no suitable simple test applicable to unbinned
distributions (Press et al. 1992). The Kolmogorov–Smirnov and the
Kuiper tests tend to underestimate the statistical significance of the
presence of outlying points, thus overestimating the consistency
of residuals with a Gaussian distribution function, with respect to
reality.

According to the Kolmogorov–Smirnov (Kuiper) test, the a poste-
riori residual distribution is consistent with a two-sided-exponential
distribution at more than the 95 per cent significance level for
47 per cent (49 per cent) of the M 1 minimizations, and the me-
dian of the significance level is 94 per cent (95 per cent). On the
other hand, according to the Kolmogorov–Smirnov (Kuiper) test the
a posteriori residual distribution is consistent with a Gaussian dis-
tribution at more than the 95 per cent significance level for 1 per cent
(9 per cent) of the M 2 minimizations, and the median of the signif-
icance level is 76 per cent (76 per cent). We have also minimized
M 2 after excluding data whose residuals are larger than twice the
standard deviation (all belonging to line 81), but results are quite
similar to those obtained using all data.

Because residual distribution is much more consistent with a
two-sided-exponential distribution than with a Gaussian distribu-
tion, and model parameters obtained when minimizing M 1 and M 2

differ in details only, for the sake of conciseness and clarity we are
going to show only those results obtained when minimizing M 1.
As previously mentioned, a few spikes, possibly due to local soil
compaction, are quite evident in the uplift pattern. When minimiz-
ing M 1 the effects of these outliers are greatly damped. Compar-
isons with M 2 minimization will be discussed only when they are
interesting.

The presence of two shallow antithetic faults in the northern part
of the epicentral area, in agreement with previously published mod-
els, is a common feature of all inversions. As regards fault 3 (the
20 s subevent), Fig. 3 shows values of strike and dip obtained by
the minimization procedure. Strike values are concentrated into two
narrow intervals around −10◦ (circles) and 170◦ (stars). Related dip
values are concentrated into two narrow intervals around 25◦ and
65◦ respectively. The former kind of solution (hereafter referred to
as A) gives a fault dipping at a low angle towards the northeast
and located close to SGM. The latter kind of solution (hereafter re-
ferred to as B), gives a fault dipping at a higher angle towards the
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southwest and located close to Muro Lucano. Each unconstrained
inversion gives a model which unambiguously belongs to either A
or B. To obtain variabilities of the 21 parameters, we have sorted the
N inversions related to each solution with respect to each parameter
and considered the value of the same parameter in inversion number
0.5 × N and in inversion number 0.95 × N . The variability of pa-
rameters for the two solutions and best-fit values are listed in Table 1.
The 20 s fault planes obtained from geodetic data are quite similar
to those obtained by Westaway & Jackson (1987) from teleseismic
records.

Since the 20 s subevent is seen by few benchmarks (1–35 on
line 81, which from number 22 also see the 0 s subevent, and 107–
142 on line 82), it might look strange that two well-defined minima
of strike can be obtained. We have thus minimized M 1 using all data,
after fixing the strike of the 20 s subevent at different values from
0◦ to 360◦, and optimizing the other 20 parameters. Fig. 4 shows
costs computed using displacements at all benchmarks (left plot)
and at benchmarks 1–35 and 107–142 (right plot). The two minima
are well defined, and the left plot can be approximately obtained
by shifting the right plot upwards, thus proving not only that data

Table 1. Best-fit model parameters and range of variability when minimiz-
ing M 1.a

A (NE-dipping fault) B (SW-dipping fault)

Parameter Best-fit Range of Best-fit Range of
value variability value variability

Fault 1 (0 s subevent)
X (km) 0.0 Fixed 0.0 Fixed
Y (km) −1.8 −2.4 to −1.3 −2.2 −2.5 to −1.6
Z (km) 2.5 0.7–2.5 0.2 0.1–2.1
Length (km) 25.0 23.0–25.7 24.0 23.1–25.4
Width (km) 11.3 11.0–13.5 13.6 11.7–14.0
Strikeb (◦) 0 Fixed 0 fixed
Dip (◦) 60 Fixed 60 Fixed
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 21.6 21.4–22.5 26.1 22.5–26.2

Fault 2 (40 s subevent)
X (km) 12.2 12.0–12.3 12.2 12.0–12.3
Y (km) 2.9 2.8– 4.6 2.8 2.7–4.6
Z (km) 1.8 1.6–1.9 1.7 1.5–1.8
Length (km) 16.6 16.2–19.9 16.6 16.5–20.0
Width (km) 1.0 1.0–2.2 1.2 1.0–2.2
Strikeb (◦) 170.1 169.0–170.4 170.0 169.1–170.5
Dip (◦) 73.4 70.5–77.2 72.0 71.4–76.1
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 1.2 1.2–1.3 1.2 1.1–1.8

Fault 3 (20 s subevent)
X (km) −8.8 −9.6 to −6.3 14.0 13.3–14.4
Y (km) −29.2 −29.5 to −27.4 −24.3 −25.2 to −23.1
Z (km) 8.7 7.2–9.2 7.5 5.7–8.2
Length (km) 20.8 18.0–22.2 20.2 18.7–22.8
Width (km) 2.6 2.0–6.6 6.2 2.2–9.7
Strikeb (◦) −13.4 −14.0 to −5.1 168.2 165.2–171.4
Dip (◦) 26.4 24.3–30.0 66.5 64.0–68.6
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 2.4 2.4–2.5 2.7 2.4–2.8

aRange of variability obtained by sorting the N inversions related to each
solution with respect to each parameter and considering the value of the
same parameter in inversion number 0.5 × N and in inversion number
0.95 × N . Axis origin at 15◦15′39′ ′E, 40◦46′31′ ′N; x-axis strikes N42E;
y-axis strikes N48W.
bClockwise from y-axis.
c µ = 3 × 1010 N m−2.

are able to constrain the strike of the 20 s subevent but also that
cost differences are essentially ascribable to benchmarks 1–35 and
107–142. Fig. 4 also prove the resolving power of levelling data with
respect to the 20 s fault.

The along-dip width of fault 2 (the 40 s subevent) is always un-
reasonably small. This feature could be forced by the large uplift
scatter in the small region of maximum subsidence (Figs 1 and 2),
which cannot be well reproduced by a uniform-slipping fault, and
may focus the slipping area close to the surface. When larger val-
ues of the along-dip width are forced, cost increases but measured
and predicted subsidence still compare well; parameters of the other
faults are not affected appreciably. After a few tests, we have set the
lower bound of along-dip width of fault 2 equal to 1 km just for
computation purposes.

Comparison between predicted and measured uplifts for A and
B is shown in Fig. 5. Even if the two models are very different
as regards the 20 s subevent, they provide nearly indistinguishable
data fits. Odd moments of the a posteriori residual distributions are
negative, supporting the existence of benchmarks which suffered
anomalous subsidence.

From Cervelli et al. (2001), we use bootstrapping to draw co-
variance scatter plots and a posteriori distributions of the model
parameters. In our case, two and only two well-resolved regions of
cost minima (related to A and B) exist in the parameter space. To
analyse the two models, we generate 5000 synthetic data sets using
bootstrapping and we invert them for all 21 model parameters using
each of the two best-fit minima as the starting point and downhill
simplex as the minimization technique.

Figs 6 and 7 show results obtained for parameters of fault 3 (the
20 s subevent), starting from the best-fit model A and B respec-
tively. The most evident correlations are between y-position and
fault length for both models, fault length and moment for A, and
fault depth and moment for B. No clear correlation between param-
eters of different faults is evident in appropriate covariance scatter
plots. The a posteriori distribution of the parameters (bottom row)
is used to evaluate confidence intervals. Median and 95 per cent
confidence intervals for fault parameters (A and B) are listed in
Table 2. Note that medians are very close to best-fit values. Fig. 8
shows cost cumulative distribution after inverting bootstrapped data
starting from models A and B. Even if the best-fit cost of B is a little
lower than best-fit cost of A, cost distributions are undistinguishable
for M 1 and only slightly different for M 2. Consequently, A and B
are statistically almost equivalent.

The surface projections of the faults of best-fit A and B and
associated vertical displacements are shown in Fig. 9.

6 E F F E C T S O F M O D E L L I N G
A S S U M P T I O N S

6.1 Flat surface

Armigliato & Tinti (2003) investigated the perturbations introduced
by the local topography on the coseismic displacement components
induced by the 0 s northeast-dipping normal fault proposed by De
Natale et al. (1988) and Pingue et al. (1993), using a 2-D approach.
As regards vertical displacements, they found a satisfactory fit with
the homogeneous half-space solution computed for a reference flat
level coinciding with the average topography over a small distance
containing the fault surface projection. In practice, this implies a
possible error of tens of metres in fault depth (which of course
is given with respect to local altitude and not to the mean sea
level). There is no reason to expect different results when using our
faults.
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Figure 4. Cost M 1 for fixed values of the strike of the 20 s subevent (clockwise from the y-axis of Fig. 1); 20 parameters are free in the inversions. Left: Cost
computed using vertical displacement at all benchmarks. Right: Cost computed using vertical displacement at benchmarks 1–35 and 107–142, i.e. the most
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Figure 5. Top: Observed uplifts along the levelling lines (circles); pre-
dicted uplifts from best-fit A (dashed line) and best-fit B (solid line), after
minimizing M 1. Bottom: Residuals from A (triangles) and B (squares). The
fit to data is about the same for both models.

6.2 Homogeneous half-space

We have used the EDGRN/EDCMP 3-D code (Wang et al. 2003)
to compute vertical displacements at all benchmarks, using both A
and B models and the layered medium in Table 3. The two synthetic
data sets have then been inverted as is done with experimental data.
Optimal parameters are about the same as in models A and B, thus
proving that crustal layering is not important in this case. Of course
we cannot completely exclude effects from lateral heterogeneities,
but it is reasonable to expect that they also cannot substantially
modify the whole picture, since lateral P-velocity anomalies are of
the order of a few per cent (Amato & Selvaggi 1993).

6.3 Planar faults

We have divided the 0 s fault into a shallower vertical segment
(starting from the surface down to 5 km) and a deeper 60◦-dipping

segment (starting from 5 km depth) as suggested by Amato &
Selvaggi (1993). Cost M 1 has been minimized using 20 free pa-
rameters, because the depth of the upper side of the deeper part
of the 0 s fault is fixed. The main features of the model do not
change, but cost increases to 225 for A-class inversions and to 237
for B-class inversions.

We have also tested a non-planar northeast-dipping 20 s fault
consisting of a shallower vertical segment (starting from the surface
down to a free depth z) and a deeper free-dipping segment (starting
from z) (Bernard & Zollo 1989; Nostro et al. 1997). Cost M 1 has
been minimized using 21 free parameters. The only noticeable dif-
ferences with respect to results obtained for model A using planar
faults are a larger width (about 13 km for the deeper part) and a
smaller slip (about 20 cm) of the 20 s fault. Depth z is about 4.3 km.
The cost increases to 227 if considering all data and to 79 if con-
sidering only benchmarks 1–35 and 107–142 (the cost for the same
benchmarks is 65 for model A).

6.4 Uniform slip distribution

We partially relax the uniform slip assumption by dividing the 0 s and
20 s faults into a small number of coplanar subfaults. Rake is kept
fixed (−90◦), but slip magnitude is allowed to vary independently
in each subfault (Amoruso et al. 2002).

The 0 s fault has been divided into three equal-length subfaults
along strike, thus increasing the number of free parameters to 23. Op-
timal parameters are quite similar to those obtained using a uniform-
slipping 0 s fault (A and B) and costs are, as expected, slightly lower
(208 for A and 205 for B). Seismic moment release is distributed
in percentages of approximately 38, 24 and 38 per cent among the
three 0 s subfaults, consistently with the discontinuity in the surface
faulting occurred in the Sele Valley (Pantosti & Valensise 1990)
and with the slip-velocity distribution obtained from the analysis of
strong-motion data (Cocco & Pacor 1993a,b).

The 20 s fault has been divided into four equal-sized subfaults
(two along strike and two along dip), thus increasing the num-
ber of free parameters to 24. Once again optimal parameters are
quite similar to those obtained using a uniform-slipping 20 s fault
(A and B) and costs are slightly lower (208 for A and 204 for B). As
expected, the 20 s fault size is less defined than in the uniform slip
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Figure 6. Covariance scatter plot for the 20 s fault of best-fit A, after minimizing M 1. The bottom row shows the a posteriori distribution of the parameters
and allows their confidence intervals to be obtained. The other rows show correlations between parameter pairs.

model, but slip is mainly released where predicted by the uniform
slip model.

7 C O M PA R I S O N S

7.1 Previous models

Fits to levelling data, line 82, from the model by Bernard & Zollo
(1989) are shown in their Fig. 14(b). Fits to levelling data from the
model by Pingue et al. (1993) are shown in their Fig. 2b. Pingue et al.
(1993) also compared levelling data with vertical displacements
computed with the fault model proposed by Pantosti & Valensise
(1990) showing large discrepancies along both lines 81 and 82 (Fig. 6
in Pingue et al. 1993).

The model proposed by Pantosti & Valensise (1990) had not been
optimized with respect to levelling data. Thus, in order to check for
the actual capability of that kind of model to account for measured
coseismic displacements, we have inverted benchmark uplifts letting
fault parameters vary in narrow ranges (a few kilometres and a few
degrees) around those given by Pantosti & Valensise (1990). The
20 s fault has been divided into four subfaults (two along strike
and two along dip, with freely variable slip) to reduce the effects of
the assumption of uniform slip distribution. Even so, best-fit cost is
299 for all benchmarks and 145 for benchmarks 1–35 and 107–142,
which see the 20 s subevent. Slip is null in shallower subfaults and
88 and 98 cm in deeper subfaults, whose upper side is 7.4 km in
depth. We can conclude that a northeast-dipping fault dipping at

about 60◦ is unable to account for observed uplifts even relaxing
the uniform slip assumption, and in any case slip would be released
only at depth.

The 20 s fault proposed by Bernard & Zollo (1989) is similar
to A, apart from fault width (15 to 20 km). However, they roughly
estimated fault width inferring slip (30 cm) from subsidence of
line 82, and using the seismic moment calculated by Westaway &
Jackson (1987) from teleseismic records. Consistency with levelling
data of the coexistence of a shallower steeper subfault and a deeper
subhorizontal subfault has already been discussed in the preceding
section.

The 20 s fault model by Pingue et al. (1993) was obtained from
levelling data by a forward approach, and has recently been used to
study post-seismic deformations (Dalla Via et al. 2003). We have
tested an optimized (with respect to levelling data) model by invert-
ing levelling data while letting fault parameters vary in a narrow
range (a few kilometres and a few degrees) around those given by
Pingue et al. (1993). The best-fit cost is 231 for all benchmarks and
76 for benchmarks 1–35 and 107–142.

Computed uplifts and observations for benchmarks 1–35 and
107–142 are shown in Fig. 10.

7.2 Aftershock distribution

We have investigated the spatial distribution of aftershocks by using
data from the ENEL seismic stations (e.g. Fig. 1 in Bernard & Zollo
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Figure 7. Covariance scatter plot for the 20 s fault of best-fit B, after minimizing M 1. The bottom row shows the a posteriori distribution of the parameters
and allows their confidence intervals to be obtained. The other rows show correlations between parameter pairs.

1989) and from a temporary seismic network (up to 32 stations, e.g.
Fig. 2 in Amato & Selvaggi 1993) deployed soon after the Novem-
ber 23 earthquake by Gruppo di Lavoro Sismometria and mainly
operating from December 1 to 15. The data set, spanning from 1980
November 23 to 1981 October 31 and based on the analysis of all
P- and S-wave arrivals, includes 26 796 P-wave arrivals, 8041 S-
wave and 5087 P-wave polarities, corresponding to 2884 after-
shocks. We have located hypocentres by using the HYPO71 code
(Lee & Valdes 1985), and selecting events recorded by at least 10
stations (both P and S readings) with RMS value less than 0.4 s,
horizontal uncertainty less than 3 km and depth uncertainty less
than 5 km. The 1-D velocity model has been computed by using the
VELEST algorithm (Kissling et al. 1994). Fig. 11 shows a vertical
N31E cross-section cutting across the SGM area, including the pro-
file of the 20 s faults of models A, B, Bernard & Zollo (1989), Pingue
et al. (1993) and Pantosti & Valensise (1990), and hypocentres of
the aftershocks localized southeast of the AA′ trace in Fig. 9. After-
shocks occurred in the hangingwall block of the 20 s fault of model
B (as expected for normal faulting), but in the footwall block of the
20 s fault of any other model. This distribution is consequently more
consistent with model B than with any other model. Occurrence of
the aftershocks in the hangingwall of a possible northeast-dipping
fault implies a big fault shift toward the southwest, inconsistent with
coseismic deformations and surface fractures.

Using the 3-D tomographic simultaneous inversion method of
Benz et al. (1996) the aftershock hypocentre pattern changes
slightly, but the above-stated conclusion still holds.

8 D I S C U S S I O N

The 20 s subevent is the most controversial among those constituting
the 1980 Campania-Lucania earthquake. Our analysis of levelling
data gives two models (A, low-angle northeast-dipping fault, and B,
steep southwest-dipping fault) which are statistically equivalent, but
the southern aftershock distribution is more consistent with model
B. Model A is quite similar to the model of Bernard & Zollo (1989),
and its 20 s fault is separated from the 0 s fault by an area lacking
surface fracture.

The southern edge of the 0 s fault is always (A and B) very close to
the southern end of the fractures north of SGM and is consistent with
location of the 1996 (M L = 4.9) earthquake (Fig. 9 and Cocco et al.
1999). The 20 s faults (A and B) end north of line 82, consistent with
the presence of a different seismotectonic domain related to the 1857
earthquake south of line 82 (Pantosti & Valensise 1990), and with
southern lowering of aftershock activity (Bernard & Zollo 1989).
The location and length of the 20 s faults (A and B) are consistent
with the estimates by Bernard & Zollo (1989) from strong-motion
records and, as regards location, also with estimates by Westaway &
Jackson (1987) from teleseismic data, whose uncertainty, according
to Bernard & Zollo (1989), is greater than 20 km.

The 20 s faults (A and B) are deep, consistent with a suggestion by
Westaway (1993) that the relatively low ground acceleration of this
event (with respect to its seismic moment) could be associated with
a relatively slow downward propagation of the rupture into the up-
permost lower crust. The best-fit fault is narrow (especially A), but,
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Table 2. Median and 95 per cent confidence intervals (CI) from bootstrap-
ping when minimizing M 1.a

A (NE-dipping fault) B (SW-dipping fault)

Parameter Median 95 per cent CI Median 95 per cent CI

Fault 1 (0 s subevent)
X (km) 0.0 Fixed 0.0 Fixed
Y (km) −1.4 −2.7–0.5 −1.9 −2.9–0.0
Z (km) 2.5 2.1–3.0 0.2 0.1–0.5
Length (km) 24.6 21.0–28.4 24.0 21.2–27.7
Width (km) 11.4 10.4–12.1 13.7 12.6–14.4
Strikeb (◦) 0 Fixed 0 Fixed
Dip (◦) 60 Fixed 60 Fixed
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 21.4 18.4–24.6 26.3 23.2–29.9

Fault 2 (40 s subevent)
X (km) 12.2 11.9–12.4 12.2 12.0–12.4
Y (km) 3.0 2.1–4.5 3.0 2.2–4.2
Z (km) 1.7 1.3–2.2 1.7 1.3–2.1
Length (km) 17.1 14.6–22.6 17.0 14.6–21.1
Width (km) 1.0 1.0–1.2 1.2 1.0–1.5
Strikeb (◦) 169.8 167.7–171.9 169.9 167.7–171.9
Dip (◦) 74.3 65.4–82.6 73.1 65.2–80.9
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 1.2 0.9–1.9 1.2 0.9–1.8

Fault 3 (20 s subevent)
X (km) −8.6 −10.5 to −6.6 14.1 12.5–15.7
Y (km) −27.8 −31.5 to −19.6 −23.7 −26.3 to −18.6
Z (km) 8.7 7.6–9.6 7.6 5.4–10.0
Length (km) 25.5 15.1–41.5 23.5 15.3–37.7
Width (km) 2.3 1.6–3.1 6.1 4.2–9.6
Strikeb (◦) −10.7 −19.1 to −0.2 167.9 158.4–177.7
Dip (◦) 26.8 23.5–30.4 66.3 58.7–79.0
Rake (◦) −90 Fixed −90 Fixed
Momentc (1018 N m) 2.8 2.0–4.4 3.1 2.2–5.6

aAxis origin at 15◦15′39′ ′E, 40◦46′31′ ′N; x-axis strikes N42E; y-axis
strikes N48W.
bClockwise from y-axis.
c µ = 3 × 1010 N m−2.

because of the assumption of uniform slip, it only indicates the re-
gion of maximum slip release, as confirmed by results of inversions
performed dividing the 20 s fault into 2 × 2 subfaults. If the aspect
ratio of the uniform-slip 20 s fault is fixed to 2, optimal parameters
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Figure 8. Bootstrap cumulative distribution (per cent probability) for M 1 (left) and M 2 (right). The starting point for the inversions is best-fit A (dashed line),
and best-fit B (solid line).

(including seismic moment) and costs do not change noticeably for
A, and remain practically unchanged for B; along-dip fault width
increases to match the aspect ratio.

The total seismic moment of models A and B, computed for
µ = 3 × 1010 Pa, agrees with results from long-period and surface
wave data. The seismic moment distribution among the different
subevents is, however, different from that found of Giardini (1993),
as moments released on the 20 s and 40 s faults of A and B seem
underestimated. We have run inversions after fixing the aspect ratio
of the 40 s fault up to 3, and the aspect ratio of the 20 s fault up
to 2, but no relevant change in the moment distribution has been
obtained. Similar conclusions have been reached after dividing the
0 s fault into three along-strike subfaults and the 20 s fault into
2 × 2 subfaults. Discrepancies in the moment distribution might be
consequence of reactivation of the 0 s fault during the subsequent
events, and/or to small-sized heterogeneities in slip distribution.

The 20 s fault proposed by Pantosti & Valensise (1990, 1993) (a
fault dipping 60◦–70◦ towards the northeast, somewhat an exten-
sion of the fault related to the 0 s subevent) accounts for the SGM
surface fractures but is not consistent with levelling data from line
82 and the southernmost part of line 81 (this work and Pingue et al.
1993). Westaway & Jackson (1987) tested values of dip other than
20◦ for the northeast-dipping nodal plane (namely 2◦, 40◦ and 60◦)
using teleseismic records, and obtained a much worse comparison
among synthetic and observed P and SH waves at stations MNT and
POO with respect to 20◦. Even if focal mechanisms by Westaway
& Jackson (1987) are not used here to constrain model parameters
of the 20 s subevent, it is interesting to note the full consistency
between focal planes of the 20 s subevent obtained by Westaway &
Jackson (1987) and fault parameters obtained by our unconstrained
coseismic displacement inversion.

Palaeoseismological studies carried out along the Marzano-
Carpineta and San Gregorio Magno scarps (D’Addenzio et al. 1991;
Pantosti et al. 1993a) showed evidence for the occurrence, on two
separated fault sections, of earthquakes similar to the 1980 one dur-
ing the past 10 000 yr. Stated uncertainties in earthquake timings
are in the range 700–2000 yr in the northern segment, and in the
range 850–8500 yr in the southern one (D’Addenzio et al. 1991;
Pantosti et al. 1993a, Table 1). Model B is not able to account
for the SGM surface ruptures. Trying to overcome this difficulty,
we have tested the possible existence of a minor shallow fourth
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Figure 9. Surface projection of the faults of best-fit A (dashed lines) and
B (solid lines) after minimizing M 1 and contour lines of surface vertical
displacements (A, dashed; B, solid). The contour step is 10 cm. Star, location
of the 1996 (M L = 4.9) earthquake (Cocco et al. 1999); AA′, trace of the
vertical section in Fig. 11.

Table 3. Velocity and density profile used to test the effects
of vertical heterogeneities.

Depth VP VS Density
(km) (m s−1) (m s−1) (kg m−3)

0.0 2270 1280 2100
3.0 5320 2990 2500
7.0 6030 3390 2750
10.0 6280 3530 2800
20.0 6540 3670 2900
31.0 8000 4600 3300

rupture close to SGM, as already suggested by Westaway (1993)
from strong motion records (mainly at BRI station). Also Bernard
& Zollo (1989) noticed that the occurrence of a secondary faulting
process, within 2 s earlier than the 20-s fault, is reconcilable with
strong motion records. We have inverted all levelling data, fixing
most parameters of the 40 s fault to reduce the huge number of free
parameters. Parameters of the fourth fault have been constrained
from the SGM surface fractures (strike = −15◦ ± 5◦, dip = 60◦,
depth of the upper side ≤2 km; fault trace centre in a 28 km2 area
including fractures). With respect to B, M 1 cost decreases from 208
to 195 when considering all data, and from 65 to 54 when considering
only benchmarks 1–35 and 107–142. Computed uplifts and obser-
vations for benchmarks 1–35 and 107–142 are shown in Fig. 10.
Minima are not as well defined (i.e. larger) as in B, but parameters
of the 0, 20 and 40 s faults are similar to B. The fourth fault is
separated from the 0 s fault, is very shallow (upper side approaches
the surface), small (L � 3.5 km and W � 6.5 km) and located close
to the SGM eastern rupture (Fig. 1 and, for more details, Pantosti &
Valensise 1990, Fig. 4), consistently with the suggestion by Pantosti
& Valensise (1990) that the westernmost SGM rupture (along the
contact between sediments and limestone) would be driven by pre-
existing structural discontinuities. Fault location and cost decrease
are intriguing, but we cannot state that the fourth fault really exists,
lacking levelling data coverage in the SGM area.
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Figure 10. Computed uplifts: solid line, fault model obtained optimizing
the Pantosti & Valensise (1990) model with respect to benchmark uplifts
and dividing the 20 s fault into four subfaults to relax the uniform slip
assumption; dashed line, fault model obtained optimizing the Bernard &
Zollo (1989) model with respect to benchmark uplifts and assuming a 20 s
fault composed of a shallower steeper subfault and a deeper subhorizontal
subfault; dot-dashed line, fault model obtained optimizing the Pingue & De
Natale (1993) model with respect to benchmark uplifts; dotted line, four-
fault model of this work. Observations (circles) for benchmarks 1–35 and
107–142.
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Figure 11. Projection of aftershocks localized southeast of the AA′ trace
in Fig. 9 on a vertical N31E cross-section cutting across the San Gregorio
Magno area and 20 s fault profiles. SGM, San Gregorio Magno fractures;
mA, best-fit model A (fault plane, thin line; effectively slipped area, thick
line); mB, best-fit model B (fault plane, thin line; effectively slipped area,
thick line); BZ, Bernard & Zollo (1989); PD, Pingue & De Natale (1993);
PV, Pantosti & Valensise (1990). Aftershocks are located in the hangingwall
block of model B and in the footwall block of all the other models.

A strong earthquake hit an area almost perfectly overlapping that of
the 1980 event in 1694 (e.g. Pantosti et al. 1993b, Fig. 8). It has been
considered the penultimate earthquake on the so-called Irpinia fault
(e.g. Serva 1981), but no geological record of the 1694 earthquake
has been found in the trenches excavated along the 1980 ruptures
(Pantosti et al. 1993a,b). As a consequence, Pantosti et al. (1993b)
suggested that the fault responsible for the 1694 earthquake was
similar to, but longer than, the 40 s fault of the 1980 earthquake,
and Nostro et al. (1997) suggested that the 40 s subevent was a
reactivation of a fault segment of the 1694 earthquake. The 20 s B
fault is approximately aligned with the 40 s fault and with the surface
ruptures reported in Blumetti et al. (2002). Thus the 20 s subevent,
if really associated with model B, might be due to reactivation of
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the southernmost part of the fault related to the 1694 earthquake,
as a repetition of its deepest rupture, supporting the existence of a
graben-like capable fault system in the area. The western side would
have been the origin of the 0-s subevent (and possibly a further minor
event close to SGM). The eastern side would have been the origin
of both the 40 s and the 20 s subevents.

9 C O N C L U S I O N S

Although the complex 1980 Campania-Lucania earthquake has been
widely investigated in the past using different data sets, the so-called
20 s subevent is controversial, and very different models have been
assumed in subsequent literature about, for example, static and dy-
namic stress triggering and post-seismic deformation. Our statisti-
cal analysis of levelling data indicates that the vertical displacement
pattern of southernmost benchmarks, although small, strongly sup-
ports a model similar to that of Bernard & Zollo (1989) against the
other ones. However, a deep northeast-dipping subhorizontal fault
is neither more nor less statistically favourable than a southwest
steeply dipping fault. This latter model, which is more consistent
with southern aftershock distribution, has never been proposed be-
fore and suggests that the 20 s subevent could be interpreted as the
repetition of the deepest southern rupture of the 1694 earthquake.
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