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S U M M A R Y
We present an improved crustal Vs model and Moho depth map using ambient noise wave-
equation tomography. The so-called ‘ambient noise wave-equation tomography’ is a method
to invert seismic ambient noise phase dispersion data based on elastic waveform simulation,
which accounts for 3-D and finite-frequency effects. We use cross-correlations of up to 4 yr of
continuous vertical-component ambient seismic noise recordings from 304 high-quality broad-
band stations in the Alpine region. We use model LSP Eucrust1.0 obtained from traditional
ambient noise tomography as initial model, and we iteratively improve the initial model
by minimizing frequency-dependent phase traveltime differences between the observed and
synthetic waveforms of Rayleigh waves in the period range 10–50 s. We obtain the final model
after 15 iterations with ∼65 per cent total misfit reduction compared to the initial model. At
crustal depth, the final model significantly enhances the amplitudes and adjusts the shapes
of velocity anomalies. At Moho and upper-mantle depth, the final model corrects an obvious
systematic velocity shift of the initial model. The resulting isovelocity Moho map confirms a
Moho step along the external side of the external crystalline massifs of the northwestern Alps
and reveals underplated gabbroic plutons in the lower most crust of the central and eastern
Alps. Ambient noise wave-equation tomography turns out to be a useful tool to refine shear
wave velocity models obtained by traditional ambient noise tomography based on ray theory.
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1 I N T RO D U C T I O N

Following Shapiro et al. (2005), surface waves reconstructed from
cross-correlations of ambient seismic noise have been widely used
to image Earth structures at all scales, giving rise to a class of
methods referred to as ‘ambient noise tomography’ (at local scale:
e.g. Brenguier et al. 2007; Picozzi et al. 2009, at regional scale:
e.g. Bensen et al. 2009; Stehly et al. 2009 and at global scale: e.g.
Nishida et al. 2009; Haned et al. 2016). Traditional ambient noise
tomography exploits the dispersive characteristics of surface waves
using a two-step inversion approach: (i) period-dependent group or
phase velocity measurements are inverted to estimate 2-D veloc-
ity maps based on the ray-theory assumption; (ii) local dispersion
curves extracted from 2-D velocity maps at grid points are inverted
to obtain 1-D shear wave velocity models, which together construct
a final pseudo 3-D model.

Traditional ambient noise tomography has been used to resolve
structures of the Alpine crust and uppermost mantle in a variety
of studies (Yang et al. 2007; Li et al. 2009; Stehly et al. 2009;
Verbeke et al. 2012; Molinari et al. 2015; Kästle et al. 2016; Lu
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et al. 2018). For instance, Stehly et al. (2009) constructed a crustal
shear wave velocity model and Moho map for the greater Alpine
region using cross-correlations computed for 150 stations in the
period band 5–80 s. The most up-to-date study on this region is
by Lu et al. (2018), who made use of a large cross-correlation
data set computed for 1293 broad-band stations across much of
Europe. Rayleigh wave group velocity measurements were used to
estimate 2-D group velocity maps in the period band 5–150 s. A
Bayesian probabilistic depth inversion was applied to construct the
3-D model LSP Eucrust1.0 for the European crust and uppermost
mantle, including an isotropic shear wave velocity model and a
probabilistic model of interfaces, which showed good agreement
with previous regional geophysical studies.

However, the two-step inversion approach employed by tradi-
tional ambient noise tomography has two basic limitations: (i) the
use of ray theory, which is simplified to straight ray assumption
in most cases, essentially states that the surface wave traveltime is
only sensitive to the structure along the zero-width source–receiver
path. It only holds under high-frequency assumption where the scale
length of medium heterogeneities is much larger than the seismic
wavelength (Snieder 1986; Yomogida & Aki 1987; Spetzler et al.
2002; Zhou et al. 2004); (ii) the point-by-point 1-D depth inversion
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in the second step is only valid in a laterally homogeneous me-
dia. Given the strong heterogeneity of the Alpine crust, these two
basic limitations may lead to non-negligible misfits that should be
properly accounted for.

Nevertheless, methodological efforts to improve ambient noise
tomography have been mainly dedicated to improvements of tech-
nical aspects of the two-step workframe, such as traveltime mea-
surement and correction (e.g. Ekström et al. 2009; Yao & van der
Hilst 2009), 2-D Eikonal and Helmholtz tomography (e.g. Lin et al.
2009; Lin & Ritzwoller 2011), 2-D ray-tracing tomography (e.g.
Nicolson et al. 2012; Saygin & Kennett 2012), 2-D Bayesian to-
mography (e.g. Bodin et al. 2012a; Young et al. 2013) and1 -
D nonlinear depth inversion (e.g. Bodin et al. 2012b; Lu et al.
2018).

Following rapid advances in computational facilities and nu-
merical methods, tomography methods based on solving the wave
equation became feasible in recent years. These methods consist in
minimizing of a misfit function defined by traveltime or waveform
differences between the observed and synthetic waveforms. The
synthetic waveforms are computed from an initial model using full
3-D wavefield modelling techniques, such as the finite-difference
method (Graves 1996; Operto et al. 2007) or the spectral-element
method (SEM; Komatitsch & Vilotte 1998; Komatitsch & Tromp
1999). Sensitivity kernels or gradients of the misfit function with
respect to physical parameters are usually calculated by the adjoint-
state approach, given by the interaction between the forward and
adjoint wavefields (Tromp et al. 2004; Liu & Tromp 2006; Plessix
2006). The initial model is iteratively improved using optimization
methods, like the conjugate-gradient method (Mora 1987) or the
quasi-Newton method (Nocedal 1980). Depending on the choice
of the misfit function, these methods roughly fall into two cate-
gories: wave-equation tomography (WET) when the misfit function
is defined by traveltime difference (Luo & Schuster 1991), and full
waveform inversion (FWI) when the misfit function involves wave-
form difference (Virieux & Operto 2009). Here, we clarify that the
‘adjoint tomography’ refers specifically to FWI applied to large-
scale objects (regional to global) using the adjoint-state approach
for the computation of sensitivity kernels (Liu & Gu 2012).

Applications of wave-equation-based tomographic methods are
primarily conducted using earthquake data at large-scale and arti-
ficial sources for smaller-scale objectives. These applications take
advantage of accurate 3-D wavefield modelling, providing improved
images of the Earth beyond those obtained by classical tomographic
techniques (e.g. applications at regional and continental scales:
Fichtner et al. 2009; Tape et al. 2009; Zhu et al. 2012; Yuan et al.
2014; Fichtner & Villasenõr 2015; Beller et al. 2018).

However, FWI of ambient noise cross-correlation is still challeng-
ing. Indeed, while the phase (traveltime) of the Green’s function
can be accurately measured from cross-correlation, its amplitude
is poorly estimated due to its high sensitivity to the anisotropic
distribution of noise sources, the medium heterogeneity and the
pre-processing procedure (Stehly & Boué 2017; Sager et al. 2018).
Fichtner (2014) stated that FWI of ambient noise cross-correlations
is not achievable unless the noise source distribution and pre-
processing procedure are properly accounted for in the inversion.
Tromp et al. (2010) attempted to drop the concept of Green’s func-
tion retrieval and to establish cross-correlations as self-consistent
observables. The basic idea is to compute the synthetic cross-
correlation for a station pair by using simulated noise fields in
the forward simulation, rather than by treating the station pair as a
source–receiver pair. With synthetic data, Sager et al. (2018) showed
improved accuracy and resolution of images with respect to those

obtained from WET. Nonetheless, the method requires a good es-
timate of noise source fields, which are temporally and spatially
non-stationary. Thus, FWI of ambient noise cross-correlation has
not been applied in practice so far.

Meanwhile, some recent tomographic applications reveal the po-
tential of providing improved velocity models by inverting ambient
noise cross-correlation data using WET. For instance, Chen et al.
(2014) applied ambient noise WET to refine a crustal model of
southeastern Tibet using ambient noise recorded at 25 stations in
the period band 10–40 s. The new method addresses the limita-
tions of traditional ambient noise tomography as it accounts for
3-D and finite frequency effects. Unlike earthquake-based WET,
observed waveforms in ambient noise WET are Green’s function re-
constructed from cross-correlations, primarily for the vertical com-
ponent of Rayleigh waves. Synthetic waveforms are generated by
applying a single force on the surface or near-surface. The misfit
function can be defined by cross-correlation type traveltime differ-
ences as in classical WET (Luo & Schuster 1991), or frequency-
dependent phase traveltime differences (Tape et al. 2009). To avoid
any confusion of notation, we combine the two names ‘full-wave
ambient noise tomography’ (Gao & Shen 2014) and ‘ambient noise
adjoint tomography’ (Chen et al. 2014; Liu et al. 2017) in ‘ambient
noise WET’, since these methods define the misfit function using
traveltime differences as in WET.

In this study, we apply ambient noise WET to the Alpine re-
gion. The primary goal is to refine the shear wave velocity model
L S P Eucrust1.0 obtained from traditional ambient noise tomog-
raphy. To that end, we select ∼10 000 high-quality cross-correlations
computed for 304 broad-band stations (Fig. 1b). Following a similar
approach as Chen et al. (2014) and Liu et al. (2017), we progres-
sively improve the initial model L S P Eucrust1.0 by minimizing
frequency-dependent phase traveltime differences between the ob-
served and synthetic Rayleigh waves in the period range 10–50 s.
The inversion is performed using the SEM46 code package de-
veloped within the SEISCOPE consortium initially for exploration
targets (Trinh et al. 2019). The SEM46 code package employs SEM
for forward simulation, adjoint-state method for misfit kernel com-
putation and the SEISCOPE optimization toolbox for model update
(Métivier & Brossier 2016).

The paper is organized as follows. First, we briefly introduce the
ambient noise cross-correlation data and initial model in Section
2. Then, we present our tomographic workflow in Section 3, and
we show the misfit evolution (total misfit, misfit histograms, misfit
spatial distribution) and resolution tests in Section 4. We display
the tomographic results (Vs depth slices and Moho depth map)
in Section 5. Finally, we discuss some important aspects of the
methodology in Section 6.

2 DATA A N D I N I T I A L M O D E L

This study uses the data set of Lu et al. (2018), which consists
in cross-correlations computed from 4 yr (from July 2012 to June
2016) of vertical-component seismic noise recorded by 1293 broad-
band stations across Europe. We select cross-correlations related to
304 stations in the Alpine region (Fig. 1, 3.5◦E–18.5◦E; 43◦N–
49◦N). All 304 stations serve as virtual receivers, from which we
select 64 stations as virtual sources to reduce computational cost and
create an uniform distribution of virtual sources, providing us with
∼18 000 cross-correlations. Instead of using the wide period band
5–150 s as in Lu et al. (2018), we apply a bandpass filter 10–50 s to
cross-correlations to further reduce the high computational cost of

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/222/1/69/5811191 by guest on 24 April 2024



Ambient noise wave-equation tomography of the Alps 71

Figure 1. Tectonic map and seismic station map of the study region. (a) The black box indicates the study region of this work; (b) generalized tectonic map
of the Alps from Schmid et al. (2004) and Handy et al. (2010); (c) location map of the 304 seismic stations used in this tomographic study (triangles). Red
triangles: 64 selected virtual source stations for inversion. Blue triangles: 8 selected virtual source stations for validation.

3-D numerical simulation. We keep only reliable cross-correlations
by applying the following criteria: (1) we choose cross-correlations
with signal-to-noise ratio (SNR) greater than 5, while the SNR
is defined as the ratio between the envelope maximum of surface
waves and the standard deviation of late coda waves. Station pairs
with SNR smaller than 5 show low similarity between the observed
and synthetic waveforms due to the high noise level in the observed
waveforms (see Suporging Information Fig. S1); (2) we require
the inter-station distance to be larger than one wavelength for the
maximum period considered (Luo et al. 2015). Accordingly, we
keep ∼10 000 high-quality cross-correlations in our inversion data
set.

Besides, we build a validation data set to avoid over-interpreting
the inversion data set. The validation data set is independent of the
inversion data set, and it is not involved in the inversion procedure. It
consists in ∼1400 high-quality cross-correlations related to 8 virtual
source stations that are selected using the same criteria as for the
inversion data set (Fig. 1b). The basic motivation for a validation
data set is that an improved model should provide better fit to both
inversion and validation data sets. If not, the inversion procedure
would start mapping errors of the inversion data set into the model,
and the iterations should stop.

We choose model LSP Eucrust1.0 derived from traditional am-
bient noise tomography as initial model (Fig. 2). On one hand,
LSP Eucrust1.0 is so far the best resolved shear wave velocity

model at the scale of the whole Alpine crust. It was validated by
comparison with different geophysical studies, in particular con-
trolled source seismic experiments at various locations along the
Alpine arc. On the other hand, an important goal of the study is
to test how ambient noise WET improves traditional ambient noise
tomography results.

3 M E T H O D A N D I M P L E M E N TAT I O N

We present the ambient noise WET method and implementation in
this section. The main characteristics of our tomography are:

(i) observations are vertical components of Rayleigh waves re-
constructed from noise cross-correlations;

(ii) forward simulation and misfit gradient are computed using
3-D full elastic wavefield simulation;

(iii) misfit function is defined by frequency-dependent phase trav-
eltime differences between observed and synthetic waveforms.

We follow the workflow shown in Fig. 3, while details of the main
steps are given below. Since the theory and concepts of the wave-
equation-based tomography have been well documented in many
studies (e.g. Luo & Schuster 1991; Tromp et al. 2004; Virieux &
Operto 2009; Liu & Gu 2012), we outline our implementation with
a focus on the specific features related to noise cross-correlation
data.
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Figure 2. Mesh and shear wave velocity of the initial model. The grey volume indicates the scope of the initial model. It is centred at [11◦E, 46◦N] with
lateral dimensions 1200 km in the east–west direction and 720 km in the north–south direction. We show shear wave velocity values of the initial model in
four representative depth-sections. We show a chunk of the mesh for the northwest portion of the initial model. The topography and curvature of the Earth are
accounted by vertically deforming the mesh grid.

3.1 Forward simulation

The SEM has proven to be an accurate and efficient method of
wavefield simulation in a 3-D heterogeneous media (Komatitsch
& Vilotte 1998; Komatitsch & Tromp 1999, 2002a,b). It bene-
fits from the geometrical flexibility of finite-element method and
the exponential convergence rate of spectral methods. Given these
advantages, the SEM is recognized as the most popular forward
simulation method in wave-equation-based tomographic studies at
regional to global scales.

We compute synthetic waveforms using the 3-D elastic wave-
equation solver of SEM46 package, which is developed in a
hexahedra-based SEM frame (Trinh et al. 2019). Our initial model
is discretized using a mesh built in Cartesian coordinates (Fig. 2).
It is centred at [11◦E, 46◦N] with lateral dimensions 1200 km in the
east–west direction and 720 km in the north–south direction. We
handle the topography and the curvature of the Earth by vertically
deforming the mesh. Thus, the vertical dimension ranges approxi-
mately from 150 km in the centre to 110 km at the edges due to the
vertical compression of element size in our mesh. Using Lagrange
polynomials of order 4, we choose 15 km as the element size in
the horizontal direction, and 10–15 km in the vertical direction with
respect to the volume condition to ensure accuracy of wavefield sim-
ulation (Komatitsch & Tromp 1999). As a consequence, the average
spacing between Gauss–Lobatto–Legendre (GLL) points is around
3.5 km. Since we do not have access to the quality factor (Q) model
of the Alpine region, we ignore the attenuation and parametrize
each GLL point of the initial model with isotropic S-wave velocity
(Vs), P-wave velocity (Vp) and density (ρ). The Vs values of the
initial model are taken from model LSP Eucrust1.0, while Vp and

ρ are converted from Vs using empirical formulas (Ludwig et al.
1970; Brocher 2005).

In order to simulate the vertical component of Rayleigh waves,
we apply a vertical single force at each virtual source position on the
free surface, and a Dirac delta function filtered in the desired period
band 10–50 s is used as source time function. In this way, the record
of synthetic waveform usyn at a receiver position for model m is the
convolution product between the source time function s(t) and the
synthetic Green’s function Gsyn(m, t) for the source–receiver pair:

usyn = s(t) ⊗ Gsyn(m, t), (1)

where ⊗ denotes the convolution operator. The time step of sim-
ulation is 0.004 s, meeting the Courant–Friedrichs–Lewy stability
condition (Komatitsch & Tromp 1999).

3.2 Misfit function

The Green’s function Gobs(t) for a station pair can be estimated
from the time derivative of cross-correlation C(t) of seismic noise
recorded at the two stations (Lobkis & Weaver 2001; Weaver
& Lobkis 2001; Derode et al. 2003a,b; Snieder 2004; Wapenaar
2004):

Gobs(t) ≈ −A
∂C(t)

∂t
, (2)

where A is the amplitude term related to noise source energy. To
compare with synthetic waveforms, we convolve the source time
function s(t) used for the simulations with the opposite of the time
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Figure 3. General ambient noise wave-equation tomography workflow.

derivative of the cross-correlation:

uobs = s(t) ⊗ −∂C(t)

∂t
≈ 1

A
s(t) ⊗ Gobs(t). (3)

This convolution product serves as observed waveform at each
receiver. Both observed and synthetic waveforms are tapered to keep
only Rayleigh waves. For this purpose, we use a time window with
min[D/5, Tumax − 50] and max[D/2, Tumax + 50] as lower and upper
limits, where D is the interstation distance expressed in km and
Tumax refers to the arrival time of the maximum of the envelope of
synthetic waveform. D/5 and D/2 correspond to the range of typical
phase arrival times of Rayleigh waves in the 10–55 s period band.
Tumax − 50 and Tumax + 50 refer to 50 s (one maximum period)
before and after the maximum of the envelope of the synthetic
waveform, which are complementary criteria making it possible to
include the entire Rayleigh wave train.

We define the misfit function using frequency-dependent dif-
ferences in phase traveltime (Tape et al. 2009), rather than the
cross-correlation type misfit function used in classical WET (Luo
& Schuster 1991). Because the cross-correlation type misfit func-
tion involves the amplitude information of waveforms that is not
reliable for noise cross-correlations, and it is only suitable for iden-
tical waveforms when the difference between the two waveforms is
mostly a shift in time than a distortion of waveforms (Fichtner et al.
2008).

We measure the phase traveltime differences using the multita-
per method, which is efficient analysing phase spectra for time-
and band-limited signals (Thomson 1982). Taking advantage of a
series of prolate spheroidal eigentapers (Slepian & Pollak 1961),
the method provides independent measurements of phase travel-
time differences between observed and synthetic waveforms. The
final measurement is determined as the average of the ensemble
of independent measurements. For model m, the misfit function is
expressed as

F(m) = 1

2

∑
i

∑
w

�Ti (w, m)2, (4)

where w is the frequency and �Ti (w, m) = T syn
i (w, m) − T obs

i (w)
denotes the frequency-dependent phase traveltime differences for
the ith station pair. Since we only use phase traveltime information,
the amplitude term A in eq. (2) can be ignored. The phase traveltime
differences between the observed and synthetic waveforms (uobs and
usyn) are indeed the differences between the observed and synthetic
Green’s function computed from model m (Gobs(t) and Gsyn(t, m)).
Unlike earthquake-based tomography, the estimate of source time
functions is not required.
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3.3 Misfit gradient

We compute the misfit gradients (also referred to as Fréchet kernels
or misfit kernels) using the adjoint-state approach (Tromp et al.
2004; Liu & Tromp 2006; Plessix 2006). Although Rayleigh waves
show much weaker sensitivity to Vp than Vs, the sensitivity kernel
with respect to Vp shows quite different shape from that of Vs
(Zhou et al. 2004). To prevent Vp anomalies to be mapped into the
Vs model, we invert the Rayleigh waves traveltime for both Vp and
Vs (Chen et al. 2014; Gao & Shen 2014; Wang et al. 2018). We
express the perturbation of the misfit function for model m by the
following linear relation:

δF(m) =
∫

V

[
KVs(m)δln mVs + KVp(m)δln mVp

]
, (5)

where KVs(m) and KVp(m) denote the misfit gradients with respect
to Vs and Vp, while δln mVs and δln mVp are relative perturbations
of the two parameters.

The misfit gradient for each single station pair is given by the
interaction of the forward and adjoint wavefields. Regarding our
choice of misfit function, the adjoint source is related to the deriva-
tive of synthetic waveforms weighted by the frequency-dependent
phase difference measurements (Tape 2009). We sum gradients
computed for all source stations, and we smooth the summed gra-
dient using an approximate Laplace filter to remove artificial high-
wavenumber gradient artefacts (Trinh et al. 2017). The filter width
decreases with increasing iterations, from 8 to 2 km in the horizon-
tal direction and from 4 to 1 km in the vertical direction, so that the
tomography resolves heterogeneities of smaller size.

3.4 Iterative inversion procedure

The inversion corresponds to a local optimization problem based
on the second-order Taylor expansion of the misfit function:

F(m + δm) ≈ F(m) + g(m)T δm + 1

2
δmT H (m)δm, (6)

where δm is the model update, g(m) is the gradient of the misfit
function, and H(m) is the Hessian as a second-order derivative of
the misfit function with respect to model parameters. The misfit
F(m + δm) can be reduced by updating the model via

δm = −αH (m)−1g(m), (7)

where α and −H(m)−1g(m) are the step length and optimal direction
of the model update. However, the optimum update direction is
usually not available in practice because accessing the full Hessian
matrix is unfeasible. In our case, we address the problem using the
limited memory quasi-Newton method regarding its simplicity and
efficiency (Nocedal 1980). The method approximates −H(m)−1g(m)
as a whole using gradient values of a few previous iterations. It
shows faster convergence than the nonlinear conjugate gradient and
steepest-descent algorithms in the numerical tests conducted by
Métivier & Brossier (2016). A line search strategy is employed to
find the appropriate step length of the model update.

3.5 Implementation

Our implementation consists in 64 forward simulations for comput-
ing synthetic waveforms, and 64 pairs of simulations for computing
the misfit gradient at each iteration. The model is divided into 4 sub-
domains, and simulations are performed in parallel using 256 cores.
For each iteration, the computational cost is approximately 1000

Figure 4. Total misfit reduction over iterations. Red triangles and blue dots
represent the evolution of the normalized total misfit for the inversion and
validation data sets, respectively.

core hours on Froggy architecture (Intel Sandy Bridge EP E5-2670,
8c/2.6 GHz/20M/8 GT/s, https://ciment.ujf-grenoble.fr/wiki).

4 M I S F I T R E D U C T I O N A N D
R E S O LU T I O N T E S T S

4.1 Total misfit

Fig. 4 shows the reduction of total misfit over iterations (0–20)
for the inversion and validation data sets. The total misfit of the
inversion data set shows a quick drop in the first five iterations and
a gradual decrease in the following iterations. In general, the total
misfit of the validation data set shows a similar decrease as the
inversion data set, except for a slow and steady increase after 15
iterations. As mentioned before, an improved model should provide
better fits for both inversion and validation data sets. The increase in
the misfit of the validation data set after 15 iterations indicates that
the inversion procedure starts to over-interpret the data. Thus, we
choose to stop at the 15th iteration. For convenience, we name the
updated model according to the iteration number, with m00 being
the initial model and m15 the final model. The final model (m15)
shows a significant reduction of misfit with respect to the initial
model (m00), which amounts to ∼ 65 per cent for both inversion and
validation data sets. Suporging Information Fig. S2 shows example
of observed waveforms and synthetics computed from the initial
(m00) and final (m15) models, which displays obvious improvement
of the traveltime fits.

4.2 Histograms of misfit

In Fig. 5, we compare histograms of traveltime misfits (inversion
data set) for the initial (m00) and final models (m15) at 10, 15, 25
and 50 s. The pure traveltime misfits vary according to interstation
distance, as station pairs with large interstation distance naturally
have large misfits. Thus, in this section and the following, we ex-
press the misfit using a distance weighted traveltime misfit δTi(w,
m)/D × 100, which corresponds to the traveltime misfit for waves
propagating 100 km.
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Ambient noise wave-equation tomography of the Alps 75

Figure 5. Comparison of histograms of misfits (inversion data set) for the initial (m00) and final models (m15) at 10, 15, 25 and 50 s. The misfit refers to the
traveltime misfit for waves propagating 100 km. Mean refers to the mean misfit, and SD refers to the standard deviation.

The histograms of misfits for the initial model have two main
characteristics: (i) the standard deviation of misfits increases with
period; (ii) the mean value of misfits shows a positive shift at 25
and 50 s, which means that the velocity values in the initial model
are lower than those of the true model. At present, we found no
explanation for this bias of the ANT model towards low velocities. In
general, these misfits have a limited range, indicating that the initial
model is well resolved using traditional ambient noise tomography.
For instance, at 25 s, the misfits are in the range 0.30 ± 1.02 s/100 km
considering two standard deviations.

Nevertheless, the final model shows an obvious improvement
with respect to the initial model in terms of both the standard de-
viation and mean value of misfits. The misfits of the final model
are centred around zero with more concentrated distribution. At
25 s, the misfits of the final model are mostly in the range −0.03 ±
0.74 s/100 km. Assuming an average Vs of 3.8 km s−1 at this period,
we can roughly estimate the Vs misfits to be −0.00 ± 0.10 km s−1

for the final model.
The misfits in both the initial and final models are much larger

than potential biases of phase velocity measurements due to the
uneven noise source distribution. They are estimated to be smaller
than 0.5 per cent (e.g. <0.15 s/100 km at 25 s) by the numerical
tests conducted by Yao & van der Hilst (2009).

4.3 Spatial distribution of misfit

In addition to the histograms of Fig. 5, the spatial distribution of
misfit can also be used to document the quality of the final model.

At each period, we discretize the study region with a mesh of square
cells of size 0.2◦. For each cell, we calculate the mean value of
misfits for all paths crossing the cell assuming ray paths are great
circles. Misfits due to imperfection in the isotropic velocity model
should display misfit anomaly patterns coinciding with geological
structures, while misfits due to data errors are expected to display
random patterns.

Fig. 6 shows the spatial distribution of average misfit for the initial
(m00) and final (m15) models at representative periods. For the
initial model (a1 and b1), the most striking features are low misfits
along the western Alps and high misfits in the north Apennines
and the north Adriatic sea. These regional misfit patterns disappear
in the final model (a2 and b2). Large misfits in the final model
concentrate along the boundary of the study region, where data
coverage is poor. Besides, positive misfit shifts are observed for the
initial model at long period, which are corrected in the final model.

4.4 Resolution tests

We performed 3-D spike tests to evaluate the resolution of the final
Vs model. The spike is a vertical cylinder with radius ∼25 km,
thickness ∼20 km, and 10 per cent positive velocity perturbation
with respect to the initial model (m00). The background model
is the initial m00 model to ensure similar resolution characteris-
tics. Using the method described in Section 3, synthetic waveforms
are computed and inverted for the same station pair coverage as ob-
served data. Fig. 7 shows the result of the spike tests for the centre of
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Figure 6. Comparison of spatial distributions of average misfit for the initial model (m00; a1 and b1) and final model (m15; a2 and b2) at 15 and 50 s. The
colour scale displays the mean value of misfits for all paths crossing each 0.2◦ cell assuming ray paths are great circles. We only display cells crossed by more
than 10 paths. The black lines in each map correspond to the geological and tectonic boundaries of the generalized tectonic map of the Alps shown in Fig. 1(b).

Figure 7. Resolution assessment of the final Vs model using a spike test. We display 20 km depth slices and cross-sections of the initial (a1 and a2) and
recovered (b1 and b2) spike by removing the background model (m15). The red dashed line in (a1) and (b1) indicates the location of the cross-section.
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Ambient noise wave-equation tomography of the Alps 77

the study region. The velocity perturbation is well recovered except
for some slight horizontal smearings in the direction of Rayleigh-
wave propagation. This result demonstrates that a structure of size
∼50 km is well resolved at middle and lower crustal depths.

5 R E S U LT S

5.1 Depth slices in the shear wave velocity model

In Fig. 8, we show the comparison of shear wave velocity depth
slices at 10, 30 and 50 km in the initial (m00) and final (m15)
models. At 10 km depth (Figs 8a1 and a2), the strong low-velocity
anomaly is related to the thick sedimentary basin of the Po basin
(PB in Figs 8a1 and a2), while the high-velocity anomaly along the
alpine belt is mainly due to the crystalline core of the mountain
range. At this depth, the final model shows striking differences with
the initial model. First, the final model displays velocity anomalies
with more details. Some new features emerge in the final model, as
for instance the Ivrea body (IB in Figs 8a1 and a2), a high-velocity,
high-density body interpreted as a wedge of Adriatic upper-mantle
roofing at 10 km depth in the crust of the western Alps (Closs &
Labrouste 1963; Nicolas et al. 1990). Fig. 8(d) shows the Bouguer
anomaly map of the study area. It documents a better match in shape
and location between the 3.6 km s−1 isoline of model m15 (white
dashed line in Figs 8a1 and a2) and the 100 mGal contour of the
Ivrea Bouguer anomaly (white dashed line in Fig. 8d). Second, the
final model shows much stronger velocity contrasts. For example,
the low-velocity anomaly beneath the Po basin (PB) is 10 per cent
lower in the final model than in the initial model. At 30 km depth,
the most striking features are low-velocity anomalies related to the
deep crustal roots of the Alps (AL in Figs 8b1 and b2) and the
Apennines (AP in Figs 8b1 and b2). As in the 10 km depth slice, the
final model shows higher resolution and stronger velocity contrasts
with respect to the initial model. Besides, we observe an important
shift of mean Vs values towards higher values from 3.91 to 3.99 km
s−1. This difference in average Vs is related to the shift in the mean
of traveltime misfits observed at long periods for model m00 that
does not exist anymore in model m15 (see Section 4.2 and Fig. 5).
Moreover, the final model shows a change in the shape of the low-
velocity anomalies due to the Alpine and Apenninic crustal roots
(dVs/Vs < 8 per cent), which are narrower than in the initial model.
At 50 km, the final model shows similar patterns as the initial model,
and the strongest change is the shift in mean velocity from 4.41 to
4.47 km s−1.

5.2 Moho depth map

The depth maps of isovelocity surfaces Vs = 4.2 km s−1 and Vs =
4.0 km s−1 are displayed in Fig. 9. The depth map of Vs = 4.2 km
s−1 shown in Fig. 9(a) may be considered as a Moho depth map
since 4.2 km s−1 is the typical velocity limit between crustal and
mantle material, while the depth map of the isovelocity surface Vs =
4.0 km s−1 corresponds to the upper boundary of either anomalously
high-velocity lower crustal material, or anomalously low-velocity
upper mantle.

In the depth map of Vs = 4.2 km s−1 (Fig. 9a), the colour
scale emphasizes the transition from normal crustal thickness for
Phanerozoic western Europe (≤35 km, red colour) to thickened
crust (>35 km, blue colour). The crustal roots of the mountain
ranges are clearly visible beneath the Alpine arc, the northern Apen-
nines in the south and the Dinarides in the southeast. The boundary

between the European Moho (lower plate) and the Adriatic Moho
(upper plate) is marked by an abrupt depth change that roughly
follows the western and northern boundaries of the Po basin. This
boundary is shifted towards the west and the north on the depth
map of isovelocity 4.0 km s−1 (Fig. 9b) as a consequence of the
eastward to southward dip of the subduction of Europe beneath
Adria. The transition to the very shallow Moho of the stretched
crust of the Ligurian sea is also clear. At smaller scale, Fig. 9(a)
shows a clear Moho step of ∼8 km that is almost linear in shape
and closely follows the northwestern boundary of the external crys-
talline massifs of the western Alps (yellow dashed line in Fig. 9a).
This sudden Moho depth change in the northwestern Alps contrasts
with the more gradual increase in crustal thickness from the external
to the internal parts of the central and eastern Alps. The rectilin-
ear character of the Moho depth change, which contrasts with the
curved shape of western Alpine structures such as the Penninic
front, and its SW–NE orientation suggest that the Moho step may
be controlled by a Variscan lithospheric discontinuity. A second re-
markable small-scale feature of the Moho map is the thinner crust
beneath the Lepontine dome of the central Alps, which is thinner
than in any other parts along the strike of the belt. This feature was
already visible in the Moho maps of Lu et al. (2018), but with less
detail, while it was absent from the previous Moho depth maps of the
Alps (Molinari & Morelli 2011; Spada et al. 2013). In the northern
Apennines, the northern boundary of the thick crust closely follows
the two eastern lobes of the Apenninic front (thin black dashed line
in Fig. 9a), but not the westernmost lobe. This difference could be
related to the gap observed from teleseismic tomography in-between
the Alpine (or European) and Apenninic subduction slabs beneath
the westernmost Po basin and the Ligurian Alps (Zhao et al. 2016).

The depth map of Vs = 4.0 km s−1 shown in Fig. 9(b) displays
the Ivrea body, a wedge of serpentinized Adriatic upper mantle at
less than 20 km depth beneath the border between the Po basin and
the western Alps (white dashed line in Fig. 9b). Its location well
corresponds to the Bouguer anomaly high of Fig. 8(d), and its along-
strike changes in depth even mimic the along-strike changes in the
amplitude of the Bouguer anomaly. More unexpectedly, Fig. 9(b)
displays two small-size highs of the isovelocity surface 4.0 km s−1

that are located along the northern boundary of the Adriatic plate in
the vicinity of the Giudicarie line (yellow dashed lines in Fig. 9b).
The two anomalies have a size of ∼50 km, close to the lower res-
olution limit of our WET. Such a small size may explain why they
have never been imaged in previous tomographies. The anomalies
coincide with the two main provinces of Permian magmatism in
northern Italy: the Val Trompia–Val Caffaro province for the west-
ern one, and the Athesian Volcanic Group for the eastern one (M.
Malusá personal communication 2019). This spatial coincidence
may suggest that the anomalies are due to gabbros underplated in
the lowermost crust.

6 D I S C U S S I O N

Here, we discuss some essential technical aspects which might affect
the robustness of our tomography. We first test the influence of the
initial model in Section 6.1. As it uses rather long-period surface
waves (>10 s), our tomography is less affected by cycle-skipping
problems as other wave-equation-based tomographies. Therefore,
Section 6.1 focuses on the impact of the initial model on the final
model. We check the validity of our choice of misfit function in
Section 6.2. Since we define the misfit function by the ‘overall’ phase
shift between observed and simulated Rayleigh waves, we assume
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Figure 8. Comparison of Vs depth slices at 10, 30 and 50 km in the initial model (m00, left-hand column) and final model (m15, right-hand column), and
Bouguer anomaly map (WGM2012; Bonvalot et al. 2012). The relative variations of velocity to the mean velocity of each slice (written above the maps) are
displayed to emphasize the changes in the shape and amplitude of anomalies. The white dashed lines in (a1) and (a2) are the 3.6 km s−1 Vs contour, which
should be compared with the 100 mGal contour of the Ivrea Body gravity anomaly shown by the white dashed line in (d). AL: Alps; AP: Apennines; IB: Ivrea
Body; PB: Po basin.
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Ambient noise wave-equation tomography of the Alps 79

Figure 9. Moho depth maps estimated from the depth of the isovelocity surfaces Vs = 4.2 and 4.0 km s−1. In (a), the yellow dashed straight line outlines
the Moho step along the outer boundary of the external crystalline massifs of the northwestern Alps. The thick black dashed line shows the Lepontine Dome
(LD). In (b), the white dashed line outlines the shallow Moho (≤ 20 km) on top of the Ivrea body (IB). The yellow dashed line indicates the location of
small-scale bodies of anomalously high shear wave velocity (Vs > 4.0 km s−1) at lower crustal depths. Suporging Information Fig. S3 displays uncertainties
of the isovelocity surface Vs = 4.20 km s−1. Suporging Information Fig. S4 shows the comparison of isovelocity surfaces Vs = 4.00 km s−1 for the initial
(m00) and final (m15) models.

that we deal with a single event (wave train). This assumption is
valid only in a medium devoid of strong scattering. In Section 6.3,
we test the validity of the assumption of isotropy using the azimuthal
distribution of misfits in the final model.

6.1 Influence of the initial model

Fig. 10 displays the initial and final models of the WET for a
smoothed initial model m00 smooth, which is built by applying a
Gaussian filter of length ∼100 km to our previous initial model
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Figure 10. Vs depth slices at 10 and 30 km in the smooth initial model (m00 smooth; a1 and b1) and the corresponding final model (m17 smooth; a2 and b2).
As in Fig. 8, we display the relative variations of velocity with respect to the average velocity in the depth slice, and we discard areas with poor data coverage.

m00. The final model m17 smooth is obtained after 17 iterations
with ∼66 per cent of total misfit reduction compared to the initial
model m00 smooth. In the 10 and 30 km depth slices, the final
model m17 smooth has similar values of mean Vs to m15 and it
displays similar main features as discussed in Figs 8(a2) and (b2)
and Section 5.2.

However, the remaining total misfit in the final model
m17 smooth is ∼13.5 per cent higher than in m15. A compari-
son of the depth slices in m17 smooth (Figs 10a2 and b2) and m15
(Figs 8a2 and b2) shows that the two final models still differ in a
few small-scale structures. For instance, at 30 km depth, the low-
velocity body corresponding to the crustal roots of the Apennines
has a much more continuous shape in model m17 smooth than in
m15. This implies the need for an accurate initial model for re-
solving small-scale structures, while large-scale structures can be
recovered even where starting from a smoothed model.

6.2 Assumption of single event for the misfit function

It is well known that the heterogeneity of the lithosphere leads
to complex propagation of Rayleigh waves due to scattering (e.g.
Bungum & Capon 1974; Levshin & Berteussen 1979). We measure
phase shift assuming that there is a single wave arrival in the time
window of our measurements. Our phase shift could be biased if
two wave arrivals are present in our measurement window, for in-
stance because of multipathing or scattering (Bozdağ et al. 2011;
Rickers et al. 2012). In Fig. 11, we show snapshots of the simulated

vertical motions at the surface for source station CH.WOLEN. In
the 10–20 s period band, we observe a slightly scattered Rayleigh
wave packet (black dashed frames in Fig. 11a2), which is gen-
erated by the complex crustal structure at the intersection of the
western Alps, the northern Apennines and the Ligurian sea (black
dashed frames in Fig. 11a1). As a consequence, the phase shift
measurements for station pairs with interstation path crossing this
region would be slightly biased by scattered waves. In the longer
period band 20–50 s, there is no clear scattering since the wave-
lengths are mostly larger than the sizes of medium heterogeneities.
We conclude that the effect of scattering is limited in our study.
However, this effect should be properly taken into account when
using Rayleigh waves at periods shorter than 10 s, when the wave-
lengths are comparable to or smaller than the sizes of medium
heterogeneities.

6.3 Assumption of isotropic medium

Fig. 12 displays the azimuthal distribution of misfit for the initial
(m00) and final (m15) models at 10, 15, 25 and 50 s. For each
period, we observe obvious azimuthal variations of misfits with
similar shapes for the two models, while the main difference is an
overall correction towards zero for the final model in particular at
long periods (25, 50 s).

The remaining azimuthal variations of misfits in the final model
indicate the importance of azimuthal effects, which mainly con-
cerns two aspects: (i) the potential azimuthal anisotropy in the crust
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Figure 11. Snapshots of simulated wavefields at the surface in the period bands 10–20 s and 20–50 s at times 110 and 220 s. The black triangle indicates the
source station CH.WOLEN. The two black dashed frames in (a1) and (a2) highlight scattered Rayleigh wave packets in the period band 10–20 s.

Figure 12. Azimuthal distributions of misfit at 10, 15, 25 and 50 s. Blue and red dots display the average misfits over azimuthal bins of 10◦ for the initial
(m00) and final models (m15), respectively. Error bar refers to the one standard deviation of misfits in each azimuthal bin.

that is ignored in our inversion (Fry et al. 2010); (ii) the bias in
phase velocity estimates from noise cross-correlation due to the
uneven distribution of noise sources (Yao & van der Hilst 2009;
Froment et al. 2010). The first aspect can be addressed by including

anisotropy in the inversion procedure. The impact of the second as-
pect can be reduced by using higher-order noise cross-correlations,
such as correlations of the coda of noise cross-correlations, the
so-called C3 (Stehly et al. 2008). The coda of noise correlations
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provides a diffuse wavefield, so one could have a better phase
velocity estimate than that obtained from the original directional
wavefield.

There is possible influence of the shape of the Alps (or of lat-
eral heterogeneities), which might be misinterpreted as azimuthal
variation. But the influence should be limited for the following two
reasons: (i) The azimuthal variations due to lateral heterogeneities
should show different patterns in the initial and final models since
the lateral heterogeneities are not equally resolved in different di-
rections by the inversion. On the contrary, the azimuthal variation
due to anisotropy and uneven noise source effects are unlikely to be
modified by the inversion; (ii) The average misfit plot includes the
whole data set and not only the Alps, or the E–W elongated part
of the central and eastern Alps. So it is more influenced by general
features of the whole region, rather than by the E–W trend of part
of the region.

7 C O N C LU S I O N S

In this study, we performed ambient noise WET to build a truly 3-D
high-resolution shear wave velocity model for the Alpine crust and
uppermost mantle. The ambient noise WET overcomes the assump-
tions of high-frequency and lateral-homogeneity in the two-step
inversion approach employed by traditional ambient noise tomog-
raphy. With this method, we iteratively improved the initial model
L S P Eucrust1.0 by minimizing the phase differences between ob-
served and synthetic waveforms in the period range 10–50 s. The
observed waveforms are estimated from noise correlations, while
the synthetic waveforms are calculated numerically with the SEM.
The gradient of the misfit function is computed with the adjoint-
state approach, and the model is updated using the quasi-Newton
l-LBFGS optimization method.

We obtained the final model after 15 iterations with ∼65 per cent
total misfit reduction compared to the initial model. At longer peri-
ods (25 and 50 s), the inversion corrected a strong positive shift of
the histogram of misfits in the initial model in particular at periods
≥ 25 s. The histograms of misfits for the final model are symmet-
ric around zero with more concentrated distributions. We validated
the inversion mainly in the following two aspects: (i) we used a
validation data set to avoid overinterpreting noise in the data; (ii)
by analysing the spatial distributions of misfits for the initial and
final models, we confirmed that the reduced misfits are primarily
meaningful structure-induced misfits, rather than data errors.

At intracrustal and Moho depths, the final model shows higher
resolution and significantly stronger velocity contrasts than the ini-
tial model. It reveals new features and precise features that existed
in the initial model. The isovelocity Moho map derived from the
final model confirms the Moho step in the northwest Alps and a
local Moho high in the central Alps. It also reveals small-size high-
velocity anomalies in the lower crust of northern Italy that may be
interpreted as gabbroic plutons of Permian age underplated in the
lower crust of the Adriatic plate.

The resulting model is up-to-now the highest resolution shear
wave velocity model of the Alpine crust that has a great potential
for deciphering a 3-D geological model of the crust of the study
area. The ambient noise WET used in this study is an important
complementary tool to refine the Vs model resulting from tradi-
tional ambient noise tomography. Further improvements include
the consideration of anisotropy in the tomography scheme. Our
final model can now be used as the initial model in earthquake-
based FWI to better constrain the P-wave velocity. The resulting

Vs model and Moho depth map will be distributed on the authors’
website https://sites.google.com/view/seismology-yanglu.

8 O R I G I N o f DATA

Waveform data used in this paper belong to the permanent networks
with codes BW (Department of Earth and Environmental Sciences,
Geophysical Observatory, University of Munchen 2001), CH (Swiss
Seismological Service at ETH Zürich 1983), FR (RESIF 1995), G
(Institut De Physique Du Globe De Paris, & Ecole Et Observatoire
Des Sciences De La Terre De Strasbourg 1982), GE (GEOFON
Data Centre 1993), GR, GU (University of Genova 1967), HU
(Kövesligethy Radó Seismological Observatory 1992), IV (INGV
Seismological Data Centre, 2006), MN (MedNet Project Partner In-
stitutions 1990), MT, NI [OGS (Istituto Nazionale di Oceanografia e
di Geofisica Sperimentale) and University of Trieste 2002], OE, RD,
SI, SK (ESI SAS 2004), SL (Slovenian Environment Agency 2001)
and ST (Geological Survey-Provincia Autonoma di Trento 1981).
We also used data of temporary experiments, namely, AlpArray
[network code Z3 (2015–2020), Hetényi et al. (2017)], CIFALPS
[network code YP (2012–2013), Zhao et al. (2016)] and PYROPE
[network code X7 (2010–2014), Chevrot et al. (2017)].
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Spallarossa, Kathrin Spieker, Josip Stipčević, Angelo Strollo, Bálint
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Hetényi, G., Molinari, I., Clinton, J. & Bokelmann, G., 2017. The AlpArray
seismic network: a large-scale European experiment to image the Alpine
orogen, Surv. Geophys., 39(5), 1009–1033.

INGV Seismological Data Centre, 2006. Rete Sismica Nazionale (RSN),
Istituto Nazionale di Geofisica e Vulcanologia (INGV).

Institut De Physique Du Globe De Paris, Ecole Et Observatoire Des Sciences
De La Terre De Strasbourg, 1982. GEOSCOPE, French Global Network
of broad band seismic stations, doi:10.18715/geoscope.g .
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Evolution of correlation coefficient with respect to SNR.
The correlation coefficients are calculated for all station pairs be-
tween the observed and synthetic waveforms computed for the initial
model m00.
Figure S2. Comparison of the observed waveforms (orange line)
with synthetics computed from the initial (grey line) and final mod-
els (orange line). We show the comparison in three period bands
for four station pairs WOLEN-A206A, WOLEN-ASQU, WOLEN-
BOJS and WOLEN-MPLH. The waveforms are windowed to keep
only Rayleigh waves and normalized by their maximum absolute
amplitudes. Comparison of frequency-dependent phase traveltime
misfits for the initial (grey dots) and final models (orange dots) is
attached below the waveform comparison.
Figure S3. Uncertainties of the isovelocity surface Vs = 4.2 km s−1

shown in Fig. 9(a). The uncertainties are evaluated by the vertical
distance between 4.17 and 4.23 km s−1 isovelocity surfaces.
Figure S4. 3-D views of the shaded Moho depth maps estimated
from the depth of the isovelocity surface Vs = 4.0 km s−1 for the
initial (a, m00) and final models (b, m15). In (a) and (b), the black
arrow refers to the Moho step along the external side of the north-
western Alps (see Section 5.2). In (b), the orange arrow indicates
the location of anomalously high shear wave velocity (Vs>4.0 km
s−1) bodies, which are interpreted as gabbros underplated in the
lowermost crust of the Adriatic plate (see Section 5.2). IB: Ivrea
body; LD: Lepontine Dome.
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