
How to do (or not to do) . . . Assessing the
impact of a policy change with routine
longitudinal data
Mylene Lagarde

Health Economics and Financing Programme, London School of Hygiene and Tropical Medicine, Keppel Street, London, WC1E 7HT, UK.
Tel: þ44 20 7927 2090. E-mail: Mylene.Lagarde@lshtm.ac.uk

Accepted 15 October 2010

A lack of good quality evidence on the effect of alternative social policies in low-

and middle-income countries has been recently underlined and the value of

randomized trials increasingly advocated. However, it is also acknowledged that

randomization is not always feasible or politically acceptable. Analyses using

longitudinal data series before and after an intervention can also deliver robust

results and such data are often reasonably easy to access.

Using the example of evaluating the impact on utilization of a change in health

financing policy, this article explains how studies in the literature have often

failed to address the possible biases that can arise in a simple analysis of routine

longitudinal data. It then describes two possible statistical approaches to

estimate impact in a more reliable manner and illustrates in detail the more

simple method. Advantages and limitations of this quasi-experimental approach

to evaluating the impact of health policies are discussed.
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Introduction

Recent articles regarding the evaluation of social policies in

low- and middle-income countries (Duflo et al. 2004; Savedoff

et al. 2006) have emphasized the weakness of evidence

concerning their effectiveness. Unlike testing the efficacy of a

drug, investigating the success of a particular policy is more

complex, due to the variety of possible causes of any observed

trend. Randomized experiments are the gold standard by which

effectiveness is measured in clinical disciplines, but they can

be logistically difficult to implement when it comes to social

sectors (Ranson et al. 2006). Economic obstacles (impact

evaluations are costly and labour-intensive) or political con-

straints (it is not always possible to give services to some

communities and not to others) can also prevent the use of

randomized controlled trials. Finally, these experiments may be

perceived as overly burdensome and time-consuming while

changes in policies are sometimes driven by shorter timeframes

or local political agendas.

There are alternative, less demanding study designs that can

be used in an attempt to improve the quality of information

for decision-makers. In its standard inclusion criteria

(Cochrane Effective Practice and Organisation of Care Review

Group 2002), the Effective Practice and Organisation of Care

Group (EPOC) of the Cochrane Collaboration recognizes three

different types of study design. In addition to randomized

experiments, two types of quasi-experimental designs (Cook

and Campbell 1979) are considered for inclusion: controlled

before and after studies and interrupted time-series (ITS) studies

(Grimshaw et al. 2003).

ITS studies use routine data collected at equally spaced

intervals of time before and after an intervention, and do not

necessarily require a control site, which makes it a much more

practical option in many cases: ‘Interrupted time-series studies

can provide a robust method of measuring the effect of an

intervention when randomization or identification of a control

group are impractical’ (Grimshaw et al. 2003). This approach

has been used to assess the consequences of a variety of policy

issues in various fields, such as environmental policies (Box and

Tiao 1975), financial economics (Ho and Wan 2002) and in

some cases, health policies (van Driel et al. 2008; Chan et al. 2009;

Zhang et al. 2009).
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Nevertheless, this study design is not yet widely known in the

health policy community and appears to be particularly under-

used in the monitoring of health policy changes in low- and

middle-income countries despite some appealing features.

When interventions have been implemented without the

opportunity to conduct a baseline survey before the interven-

tion, administrative routine data are still often available, even

for several years before the intervention. This approach allows

researchers to evaluate the impact of interventions that have

been implemented at a precise point in time, and were expected

to have effects on outcomes captured by the health information

system (for instance, number of vaccinations, number of

outpatient/inpatient visits, number of cases of fever, number

of deliveries, etc.). Such interventions typically include human

resource interventions (salary increase), management reforms

(contracting in health service provision, decentralization, etc.)

or changes to health financing.

The objective of this article is to encourage the evaluation of

health policy changes through adequate analysis when only

retrospective longitudinal data obtained before and after an

intervention are available. First, the article presents the poten-

tial biases that may arise if longitudinal data are analysed too

simplistically. Secondly, it describes what statistical analysis can

be performed relatively easily by the analyst. This article takes a

hypothetical example of changes in health financing, but the

points made in the paper can apply to the analysis of other

types of health policies.

Issues in the analysis of longitudinal data
To date, despite a significant body of literature using routine

longitudinal data to assess the impact of health financing policy

change on utilization (Moses et al. 1992; Mbugua et al. 1995;

Wilkinson et al. 2001; Ridde 2003; Burnham et al. 2004;

Nabyonga et al. 2005), the evidence arising from these analyses

is prone to bias, in particular due to the nature of the statistical

analyses performed (Lagarde and Palmer 2008). In particular,

very few studies (Collins et al. 1996; Wilkinson et al. 2001)

have attempted to account for the specific properties of time-

series data and the risks arising from these. Many studies using

longitudinal data to assess the impact of user fee policy change

(Moses et al. 1992; Kipp et al. 2001; Meuwissen 2002; Ridde

2003; Akashi et al. 2004; Burnham et al. 2004; Nabyonga et al.

2005) have limited their analysis to the comparison of average

utilization data before and after the change of policy. Box

and Tiao (1975) have emphasized the irrelevance of procedures

such as evaluation of Student’s t to compare means, as the

particular characteristics of time-series—non-stationarity, sea-

sonality and auto-correlation (see Table 1)—may lead to biased

results.

Non-stationarity relates to the series exhibiting one or more

secular trends, implying that the mean and variance of the

data series can change over time for reasons other than the

effect of the policy change. The analysis of time-series often

starts with de-trending the series, or transforming the data to

leave a stationary data set for analysis. Alternatively, one can

introduce a variable that captures the structural trend.

Seasonality refers to periodic fluctuations. For example, in a

malarial area, curative consultations are likely to peak during

the malaria transmission season then decline afterwards.

Finally, autocorrelation of a time-series describes the correlation

between values of the series at different points in time. The

presence of autocorrelation can invalidate the use of simple

statistical tools such as ordinary least squares (OLS) regres-

sions. Indeed, the presence of autocorrelation violates the OLS

assumption that the error terms are uncorrelated. While this

does not bias the estimates of the regression coefficients, the

standard errors tend to be underestimated, possibly leading

to biased conclusion about the statistical significance of some

coefficients.

Some simple graphic illustrations provide an insight into

some of the risks of bias that can arise from using longitudinal

data too simply. Figure 1, created from hypothetical data,

illustrates four potential mis-readings of results that can arise

from the simple comparison of means of longitudinal data

Table 1 Summary of main issues in the use of longitudinal data

Potential source
of bias

Definition Resulting problem

Non-stationarity There is a ‘natural’ trend in the data (e.g. upward
sloping), independent from other events.

The mean value (and variance) of the outcome of interest
naturally changes over time (e.g. natural increase),
independently from any event such as the studied
intervention.

Auto-correlation Values at one point in time are statistically correlated
with past values of the data. Typically, adjacent
data points in time are more likely to be close to
each other than points that are further from each
other (this is called first-order correlation—a point
at a date t is correlated with the point at date t-1).
Another form of correlation might be linked to
seasonality: the level of an outcome over a particu-
lar season might be correlated to the level over the
same season the year before.

One of the assumptions in OLS regressions is that the
error terms associated with each observation are
uncorrelated. If this assumption is violated, estimates
of the standard errors of the coefficients in the
regression will be biased. This can lead to incorrect
results on the statistical significance of coefficients.

Seasonality There are some regular (expected) changes in the
outcome due to seasonal effects (e.g. increase in
utilization due to the seasonality of some diseases).

The level of the outcome varies at certain times (seasons)
independently of other factors; not controlling for these
changes in levels can blur the real effect of an
intervention.
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before and after an intervention. In each of the four cases, the

average computed after the hypothetical intervention (repre-

sented by the vertical line) is greater than the average

computed before. Some would conclude that the intervention

was successful in increasing the outcome of interest. However,

in each of these four examples, that would be a wrong

conclusion to draw from the data.

In the first case (A), there is clearly an upward trend in the

data series, which started before the intervention. This is a

situation where the time-series is non-stationary: the upward

trend automatically changes the mean over the series over

time. In such a situation, the upward trend by itself leads to a

higher mean after the intervention compared with before,

regardless of the effects of the intervention. In the second case

(B), the upward trend that had started before seems to have

stopped after, to be replaced by a flatter trend (the series is

non-stationary before the intervention, but stationary after).

However, given the higher overall level of utilization, a

comparison of the two mean outcomes, before and after,

would erroneously show that the situation had improved due to

the policy intervention. The third example (C) provides an

example of how seasonal effects (i.e. seasonality in the data)

can blur the interpretation of average outcomes. Although the

average after would be greater than the average before, this

could mainly be due to a stronger seasonal effect in the post-

intervention period. Finally, the last example (D) shows a

situation where there would be a steep increase in the outcome

right after the policy change, but the trend in outcome

following the intervention is downward sloping, suggesting

some concerns about the sustainability of the effect. This again,

however, would give an overall increase before and after the

policy change, although the intervention may just have created

a change of direction in the trends of the data.

These simple examples also illustrate the fact that comparing

mean outcomes before and after is very limiting given the

wealth of information contained in a data series such as these.

The longer the series, the more precise information one can

obtain on the trend of the outcome before and after the policy

change, the possible presence of seasonal effects and whether

or not the policy has a lasting effect on the outcome.

Figure 1 Potential mis-readings of results arising from simple comparison before and after of means of longitudinal data
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The rest of this article describes two methods that can take

into account the problems presented in Figure 1, and more

successfully detect the effect of an intervention.

Analysing the effect of a policy change
with longitudinal data
As explained above, ITS studies refer to a general study

design that relies on the collection of longitudinal data before

and after an intervention occurred. Having showed how a

simple analysis of the data could be misleading, I now

describe two approaches to analysing correctly such longitu-

dinal data, and provide a detailed description of the more

simple approach.

Using ARIMA modelling

McDowall et al. (1980) suggest an approach to analysing

longitudinal data using Auto-Regressive Integrated Moving

Average (ARIMA) modelling based on the Box–Jenkins meth-

odology (Box and Jenkins 1970). This approach however has

several difficulties and limitations in the context of health

systems in low- and middle-income countries.

An ARIMA model is used to account for all specificities of

time-series data by capturing any underlying systematic time-

series patterns in the data—non-stationarity or seasonality—

and accounting for auto-correlation of the series. This was a

method developed in econometrics for forecasting the future

behaviour of an outcome of interest, based on its past

behaviour (Hamilton 1994).

The first step of the method is to specify the best and most

parsimonious ARIMA model fitting the outcome series yt before

the intervention. Once that ARIMA process is identified, it is used

to model the entire dataset (pre- and post-intervention) augmented

by an intervention component. That intervention component

can take several forms according to the assumption(s) re-

searchers want to test in the modelling of the intervention

effect. Examples of intervention shapes include an abrupt and

permanent change modelled with a step function, or an abrupt

and temporary change modelled by a pulse function. Other

examples can be found in the relevant literature (McDowall

et al. 1980).

The main difficulty of this approach to analysing ITS data

resides in the command of very sophisticated statistical skills,

in particular those needed to identify the best-fitting ARIMA

model. For an adequate introduction to the analysis of time-

series, see relevant textbooks such as Brockwell and Davis

(2002) or Hamilton (1994). In addition, ARIMA models are

usually considered robust for a long time-series, featuring at

least 100 points. Unfortunately, in low- and middle-income

countries, the health information systems rarely provide infor-

mation of this length and consistency. Furthermore, based on

econometric techniques that have been used more in a

predictive than an explanatory approach, this approach is less

flexible and not necessarily fit for purpose to evaluate the effect

of a policy. Finally, this technique is likely less known by public

health evaluators with other than economist backgrounds.

Using a segmented linear regression

The alternative method of analysis uses more simple linear

regression techniques. This approach, sometimes called seg-

mented regression analysis (Ramsay et al. 2001; Wagner et al.

2002), controls for secular trends and can also adjust for

potential serial correlation of the data.

The specification of the linear regression to be analysed is:

Yt ¼ �0 þ �
�
1timeþ ��2interventionþ ��3postslopeþ "t ð1Þ

Where Yt is the outcome variable at time t; time is a continuous

variable indicating time from the start of the study up to the

end of the period of observation; intervention is coded 0 for

pre-intervention time points and 1 for post-intervention time

points and postslope is coded 0 up to the last point before the

intervention phase and coded sequentially from 1 thereafter

(see Table 2).

In this model, b0 captures the baseline level of the outcome at

time 0 (beginning of the period); b1 estimates the structural

trend or growth rate in utilization, independently from the

intervention; b2 estimates the immediate impact of the inter-

vention or the change in level in the outcome of interest after

the intervention; and b3 reflects the change in trend, or growth

rate in outcome, after the intervention.

An alternative coding that highlights the trends before and

after the intervention is:

Yt¼ �0þ�
�
1preslopeþ ��2interventionþ ��3postslope þ "t ð2Þ

where preslope is a continuous variable indicating time from

the start of the study up to the beginning of the intervention

(see Table 2). In this model, g1 estimates the structural trend in

the outcome before the intervention, while g3 captures the

trend after the intervention. The other two coefficients g0 and

g2 remain equivalent to b0 and b2. To measure the change in

trend, equivalent to coefficient b3 in equation (1), the analyst

can subtract g3� g1.

The coding of equation (1) is preferred as it allows the analyst

to directly test the secular trend in the data, and the change in

trend caused by the intervention.

Furthermore, it is important to control for auto-correlation in

the data series. Two approaches exist to do so. First, the

standard econometric approach is to perform a Durbin–Watson

test to test the presence of first-order auto-correlation (a value

around 2 indicates no sign of auto-correlation). If auto-

correlation is detected, a generalized least squares estimator,

such as the Prais–Winsten method (Judge et al. 1985), should

be used to estimate the regression—this is easily done in STATA

by using the command ‘prais’ instead of ‘reg’ to perform the

regression. Alternatively, in the multilevel regression context

familiar to epidemiologists, one would use random intercepts

and random coefficients, and test a first-order autoregressive

(or some other available) level one covariance structure (Singer

and Willett 2002).

Data layout for a segmented linear regression

To illustrate the analysis, data from a health district in Zambia

where fees were removed in April 2006 are used. The outcome

of interest (called ‘outcome’ in Table 2) is the number of

monthly outpatient consultations. To perform either one of the

two analyses presented in equation (1) and equation (2),
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the analyst has to create the necessary independent variables

(‘time’, ‘intervention’, ‘preslope’ and/or ‘postslope’) as presented

in Table 2. The analysis can then be performed in STATA or any

other statistical package, with the outcome variable as the

dependent variable in the regression.

Data analysis and interpretation

Using STATA, two models were estimated based on equation

(1) and the dataset presented in Table 2. Model 1 is the simple

linear regression not adjusting for first-order auto-correlation

(despite a Durbin–Watson statistics of 1.23 suggesting its

presence) and Model 2 is the same model using a

Prais–Winsten estimator that corrects for data auto-correlation

(Table 3).

Results from Model 1 indicate that at the beginning of the

period of observation, there were on average 4658 consultations

in the district. There was no significant month-to-month

change in the number of consultations, either before or after

the intervention (coefficient b1 and b3 are not significant).

Immediately after the intervention Model 1 suggests that the

number of consultations increased suddenly and significantly

by about 1603 consultations per month. However, correcting for

auto-correlation in the data, Model 2 no longer shows a

significant immediate effect of the intervention. These results

demonstrate once more the importance of accounting for

the properties of time-series in order to interpret the data

correctly.

Figure 2 presents the raw data series of the outcome of

interest, and the fitted results (dotted lines) obtained with this

method. In the graph the outcome of interest and the fitted

values of the model have been plotted against the time variable.

The results of the analysis can also be used to calculate the

absolute and relative effects of the intervention, for any date

after the intervention (e.g. 6, 12 and 18 months). For example,

to calculate Y
_

28, the expected number of consultations in the

district 12 months after the intervention (at month 28), we

Table 2 Dataset and variables used in the analysis

(Actual) Date outcome time intervention preslope postslope

Jan-05 5361 1 0 1 0

Feb-05 4525 2 0 2 0

Mar-05 4620 3 0 3 0

Apr-05 4709 4 0 4 0

May-05 4632 5 0 5 0

Jun-05 4743 6 0 6 0

Jul-05 5118 7 0 7 0

Aug-05 5245 8 0 8 0

Sep-05 4857 9 0 9 0

Oct-05 4075 10 0 10 0

Nov-05 3983 11 0 11 0

Dec-05 3953 12 0 12 0

Jan-06 4602 13 0 13 0

Feb-06 5418 14 0 14 0

Mar-06 6302 15 0 15 0

Apr-06 5750 16 1 15 1

May-06 5773 17 1 15 2

Jun-06 5900 18 1 15 3

Jul-06 6922 19 1 15 4

Aug-06 7064 20 1 15 5

Sep-06 6160 21 1 15 6

Oct-06 7008 22 1 15 7

Nov-06 8202 23 1 15 8

Dec-06 8022 24 1 15 9

Jan-07 6059 25 1 15 10

Feb-07 6189 26 1 15 11

Mar-07 6852 27 1 15 12

Apr-07 5991 28 1 15 13

May-07 6115 29 1 15 14

Jun-07 5807 30 1 15 15

Jul-07 5803 31 1 15 16

Aug-07 6607 32 1 15 17

Sep-07 7094 33 1 15 18

Oct-07 6699 34 1 15 19

Nov-07 6614 35 1 15 20

Dec-07 5772 36 1 15 21

Table 3 Results of two segmented linear regression models

Independent
variables

Coefficient Standard
Error

P-value

Model 1 (no correction for auto-correlation)

Constant b0 4658.48*** 378.22 0.000

Secular trend b1 18.88 41.60 0.653

Change in level b2 1603.33*** 465.09 0.001

Change in trend b3 �23.40 48.58 0.633

Model 2 (correcting for first-order auto-correlation)

Constant b0 4513.30*** 658.35 0.000

Secular trend b1 73.68 67.29 0.282

Change in level b2 415.13 631.38 0.516

Change in trend b3 �50.59 88.94 0.573

Note: ***P < 0.001, **P < 0.01, *P < 0.05.
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Figure 2 Raw data series of the outcome of interest, and the fitted
results; result 1 with no adjustment for first-order auto-correlation, and
result 2 correcting for data auto-correlation
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simply plug the values of the explanatory variables at month 28

into the estimated regression equation (1):

Ŷ28 ¼ �̂0 þ �̂1 � 28þ �̂2 � 1þ �̂2 � 1þ �̂3 � 13

In the absence of a control group, the analyst can also use the

results of the regression to fabricate a counterfactual and

estimate what would have been the level of the outcome of

interest without the intervention and its effects:

ŶNO
28 ¼ �̂0 þ �̂1 � 28

Using the estimated coefficients of Model 2 in Table 3, we

find here that 1 year after the intervention there was an

average of 6334 consultations per month, while without the

intervention the model predicted that health services utilization

would have reached an average of 6576 monthly consultations.

Therefore, the absolute effect of the intervention was a

(non-significant) decrease by about 242 monthly consultations,

and the relative effect was a decrease of 3.6% in the number of

consultations.

Using the lower and upper bounds of the 95% confidence

intervals around the coefficients, it is possible to estimate the

95% confidence interval of the intervention effect.

More refinements could be added to the regression specifi-

cation. For example, indicator variables could be added to

control for particular outliers in the data series (Table 4). Here,

the analyst could know that there was a shortage of drugs

between October and December 2005 (months 10 to 12) and a

disease outbreak in November–December 2006 (this is not the

case here). Indicator variables controlling for these two

circumstantial events would take the value 1 over the period

and 0 otherwise. This allows a refinement of the intervention

effects, which can then be recalculated with new values of

estimated coefficients of equation (1).

This description provides a basic framework to evaluate the

effect of an intervention. This is a simplified approach to the

repeated measurement analysis proposed in the more general

multilevel framework (Snijders and Bosker 1999; Singer and

Willett 2002; Fitzmaurice et al. 2004). This framework allows

time-series analysis by individual health facilities or areas and

can incorporate additional information (typically through facil-

ity or area-level covariates), making the assessment of the

intervention more robust.

Discussion
Because it only requires relatively accessible data—usually

routinely collected by health information systems—segmented

regression analysis is a practical approach to assessing the

impact of a health policy change in low- and middle-income

health systems.

In addition to the results of the regressions, which underline

whether or not the intervention was found to be associated

with a significant change in the outcome of interest, predicting

the outcome levels with and without the policy intervention at

regular intervals of time can help the researcher convey the

results of the analysis to policy-makers. By presenting relative

changes in outcomes between chosen dates after and before the

intervention, one can better highlight the issue of the durability

of any effect. Indeed, an intervention can produce a steep

increase in a particular outcome but then be followed by a

gradual downward trend.

Relying on multiple observations over time, before and after

an intervention, enables the researcher to control for pre-

existing trends and can display learning effects that will alter

the impact of a policy change over time. For example, a change

in management in health facilities could have immediate

quality effects that will only be perceived gradually by the

patients who will then change their behaviours (learning

effect). In contrast, controlled before and after studies (or

even randomized trials) that rely on cross-sectional data can

fail to detect the dynamics of the impact of an intervention over

time. The sustainability of the impact of a policy change is as

important as its initial impact. This would not be possible to

assess with simple analyses of longitudinal data or cross-

sectional data.

Although this approach requires a good understanding of

quantitative tools, it is much less complex than the (ARIMA)

time-series approach and it provides more transparent and

robust estimates of policy impact than the basic approach often

undertaken.

Researchers should be encouraged to use this technique,

whilst also keeping in mind the following caveats.

First, it is difficult to infer causality between an observed

pattern and the intervention (Mohr 1995; Shadish et al. 2002).

The analysis enables one to determine whether there was a

systematic shift in the target variable time series at and after a

given time point, but it does not clearly demonstrate the causal

determinants of that shift. Because health policy changes occur

in complex health systems, concomitant reforms or events are

likely to have a direct or indirect influence on the outcome of

interest. For example, a change in health financing such as

removing user charges can be accompanied by supply-side

reforms affecting indirectly the demand for services (e.g. im-

provement in management and delivery of health services and

increase in human resources). Such policy change can also take

place in the middle of broader changes external to the health

sector (e.g. economic crisis, currency devaluation) that will

have an impact on households’ behaviours. To interpret the

results and discuss alternative explanations, other (district- or

facility-level) explanatory variables can be added to the model.

Yet, it is often a challenge to obtain longitudinal data about

possibly influential local events (not necessarily limited to the

health sector) for interpretation and discussion of alternative

Table 4 Results of a segmented linear regression model with controls
for outliers

Independent
variables

Coefficient Standard
Error

P-value

Constant b0 4588.91*** 281.42 0.000

Secular trend b1 60.02* 32.39 0.074

Change in level b2 726.47* 370.22 0.059

Change in trend b3 �51.37 37.92 0.186

outlier1 �1193.22*** 337.31 0.001

outlier2 1788.45*** 364.91 0.000

Note: ***P < 0.001, **P < 0.01, *P < 0.05.
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explanations. Another way to overcome the confounding effect

of other reforms or events is to conduct the same analysis in a

control site. The underlying logic is that trends in intervention

areas would have been similar to trends in control areas, had

there been no intervention. To provide reliable results, this

approach should use closely matched sites, showing structural

similarities, as well as dynamic ones. This means that control

and intervention sites should not only share similar

socio-economic and health system characteristics, but they

should display similar utilization patterns before the interven-

tion. Such examples of controls will only rarely be available.

Another way to complement such quantitative studies is to use

qualitative research to look at the extent to which the

intervention of focus was actually implemented (and if not,

the problems that were incurred) (Mills et al. 2008).

Another possible drawback of the method can stem from the

limitations of the data that it relies upon. Firstly, the results of

time-series regression studies can vary sharply depending on

which sets of time points are used. This issue is particularly

sensitive when the sample size is small, which is usually the

case in low- and middle-income countries given the scarcity of

reliable routine data. The shorter the time-series, the more it

will be subject to short-term changes in the target variable and

the more likely the analysis is to miss long-term patterns.

Secondly, the advantage of relying on easily available data can

also become a drawback. Routine data may not always be very

complete: health facilities may have an incentive to misreport if

their funding is dependent on their activity, and standards of

data can change over time. In particular, register keeping and

reporting might typically change together with a policy change

or an intervention, and such changes in ‘instrumentation’ may

often threaten the validity of that approach. Furthermore,

routine data do not usually include households’ characteristics

(e.g. wealth, gender), and so limit the capacity of the research

to make detailed conclusions. In the case of user fee removal,

this means for example that a sharp rise in consultations may

be detected, but it is still unclear whether this is due to

increased access for previously excluded groups, or just that

those who already were using the facility are now attending

with greater frequency. Other research tools can help investi-

gate further why and how an intervention has had its impact.

Qualitative work can prove very useful (Mills et al. 2008), as can

small-scale household surveys that would investigate the extent

to which different population groups might benefit from the

observed changes.

Conclusion
Up until now most studies in low-income countries that have

attempted to measure the impact of a change in user fee policy

on utilization have not made a good use of longitudinal data

collected in health systems. Nevertheless, this article has clearly

outlined that segmented intervention analysis provides an

appealing methodological framework to assess the impact of

policy changes on outcomes that are routinely monitored by

routine information systems. In the absence of a more robust

experimental design, this approach should be favoured over a

simple ‘before and after’ computation of summary statistics of

data series. More rigorous use of existing facility data to

monitor and evaluate the effects of health policy interventions

would be welcome and may even lead to more attention being

paid to the quality of such data and how it is collected and

processed.
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