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How international is political text-analysis research? In computational text analysis, corpus selection skews heavily toward 

English-language sources and reflects a Western bias that influences the scope, interpretation, and generalizability of research 

on international politics. For example, corpus selection bias can affect our understanding of alliances and alignments, internal 
dynamics of authoritarian regimes, durability of treaties, the onset of genocide, and the formation and dissolution of non-state 
actor groups. Yet, there are issues along the entire “value chain” of corpus production that affect research outcomes and the 
conclusions we draw about things in the world. I identify three issues in the data-generating process pertaining to discourse 
analysis of political phenomena: information deficiencies that lead to corpus selection and analysis bias; problems regarding 
document preparation, such as the availability and quality of corpora from non-English sources; and gaps in the linguist 
analysis pipeline. Short-term interventions for incentivizing this agenda include special journal issues, conference workshops, 
and mentoring and training students in international relations in this methodology. Longer term solutions to these issues 
include promoting multidisciplinary collaboration, training students in computational discourse methods, promoting foreign 

language proficiency, and co-authorship across global regions that may help scholars to learn more about global problems 
through primary documents. 

À quel point les recherches d’analyse des textes politiques sont-elles internationales? Dans l’analyse computationnelle de 
textes, la sélection des corpus penche fortement vers les sources en anglais et reflète un parti pris occidental qui influence 
l’étendue, l’interprétation et la généralisabilité des recherches sur la politique internationale. La sélection des corpus peut 
par exemple affecter notre compréhension des alliances et des alignements, des dynamiques internes des régimes autoritaires, 
de la durabilité des traités, du déclenchement des génocides, et de la formation et de la dissolution des groupes d’acteurs 
non étatiques. Il y a des problèmes tout au long de la « chaîne de valeur » de la production de corpus qui affectent les 
résultats des recherches et les conclusions que nous tirons sur différents éléments du monde. J’ai identifié trois problèmes 
dans le processus de génération de données afférent à l’analyse discursive des phénomènes politiques: des lacunes dans les 
informations qui entraînent des biais dans la sélection et l’analyse des corpus, des problèmes concernant la préparation des 
documents, notamment en termes de disponibilité et de qualité des corpus provenant de sources qui ne sont pas en anglais, 
et des lacunes dans le pipeline d’analyse des linguistes. Les interventions à court terme pour encourager ce programme 
comprennent des numéros spéciaux de revues, des ateliers de conférences, ainsi que le mentorat et la formation des étudiants 
en RI à cette méthodologie. Les solutions à plus long terme à ces problèmes comprennent la promotion de la collaboration 

multidisciplinaire, la formation des étudiants aux méthodes d’analyse computationnelle des discours, la promotion de la 
maîtrise des langues étrangères et la co-rédaction à travers différentes régions du monde, ce qui peut aider les chercheurs à
en savoir plus sur les problèmes mondiaux grâce à des documents primaires. 

¿Qué tan internacional es la investigación política del análisis de textos? En el análisis computacional de textos, la selección 

del corpus se inclina, en gran medida, a las fuentes del idioma inglés y refleja un sesgo occidental que influencia el alcance, 
la interpretación y las posibilidades de generalización de la investigación de la política internacional. Por ejemplo, el sesgo en 

la selección del corpus puede afectar cómo entendemos las alianzas y alineaciones, las dinámicas internas de los regímenes 
autoritarios, la durabilidad de los tratados, el inicio del genocidio, y la formación y disolución de grupos de actores no estatales. 
Yet there are issues along the entire “value chain” of corpus production that affect research outcomes and the conclusions we 
draw about things in the world. Puedo identificar tres problemáticas en el proceso de generación de datos que corresponden 

al análisis del discurso del fenómeno político: deficiencias de información que conllevan a sesgos en la selección y el análisis 
del corpus; problemas vinculados a la preparación de documentos, tales como la disponibilidad y la calidad de los corpus que 
provienen de fuentes que no son del inglés; y diferencias en el canal del análisis lingüístico. Entre las intervenciones a corto 

plazo orientadas a incentivar este plan de acción se incluyen ediciones especiales de revistas y seminarios, así como también 

la asesoría y capacitación de estudiantes de relaciones internacionales en relación a esta metodología. Por otro lado, algunas 
soluciones a largo plazo para estos problemas incluyen la promoción de la colaboración multidisciplinaria, la capacitación de 
estudiantes en métodos computacionales del discurso, la estimulación de la competencia lingüística extranjera y la coautoría 
en las regiones globales, lo que podría ayudar a los investigadores a aprender más sobre los problemas globales a partir de 
documentos primarios. 
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ist is another man’s freedom fighter.” Perspective, and its 
accompanying narrative that reflects grammatical and lex- 
ical choices, varies by language, culture, and country. The 
corpora we choose do affect the answers we get: people in 

different contexts perceive the political world around them 

differently ( Geddes 1990 ). In this article, I explore how 

the methodological area of computational text analysis in- 
forms our understanding of global political events, where 
the field of “text as data” has room for growth, and pro- 
vide some suggestions for broadening the scope of corpus 
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Introduction 

n studying international relations (IR), how do we know
hat we know about the world? The Sapir–Whorf hypothesis

uggests that language shapes our worldview ( Whorf 1957 ,
940 ). Following this, the language we use to investigate
ociopolitical phenomena in the international system influ-
nces our understanding and analyses of these processes.
his type of language bias is encapsulated in the phrase “his-

ory is written by the winners” as well as “one man’s terror-
indsor, Leah C. (2022) Bias in Text Analysis for International Relations Research. Global Studies Quarterly , https://doi.org/10.1093/isagsq/ksac021 
The Author(s) (2022). Published by Oxford University Press on behalf of the International Studies Association. This is an Open Access article distributed under the terms of the 

reative Commons Attribution License ( https://creativecommons.org/licenses/by/4.0/ ), which permits unrestricted reuse, distribution, and reproduction in any medium, 
rovided the original work is properly cited. 
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2 IR Text Bias 

Figure 1. Overview of corpus selection bias factors 
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generation to incorporate the range of document sources to
reflect greater linguistic and political diversity. In this epis-
temic analysis of computational text analysis, I suggest that
democratizing the language and political perspectives will
provide insight into the ways that implicit and explicit lan-
guage bias affects what we know about IR. 

Because non-English corpora are underrepresented in IR
research using text-as-data methods, scholars’ understand-
ing of international political phenomena is filtered through
an ethnocentric, Western lens. This can lead to scholars mis-
diagnosing or failing to understand political phenomena
since the experiences of political processes omit the per-
spectives offered by accounts in non-English languages. If we
democratize corpus collection and diversify the sources of
information to include non-English languages, then schol-
ars can begin to understand IR from a truly international
perspective. If we work across disciplines to develop better
computational tools to process and analyze non-English doc-
uments, we will begin to de-bias the research process and
understand the variation in perspectives on IR across lan-
guages, cultures, and countries. This will fundamentally im-
prove our understanding of quantities of interest such as
cross-national and civil conflicts, collective action problems,
human rights, populism, and peacemaking processes. 

In this article, I identify three problems in the data-
generating process (DGP) pertaining to discourse analysis
of political phenomena as shown in figure 1 : information
deficiencies, document preparation, and linguistic analysis
pipeline. The DGP goes by many names, often used inter-
changeably, such as computational text analysis, discourse
analysis (either quantitative or qualitative), text-as-data, and
quantitative text analysis, even though they may be derived
via different processes. While these processes differ in some
ways, they are commonly linked by the three problems fac-
ing scholars who study society, governance, and politics
through the lens of language. 

This article will proceed as follows. I first summarize the
current text-as-data approach in context, including the in-
creased number of IR papers using computational text-as-
data methods. It merits noting that the point is not that no
IR research is being done using these methods, but rather
that what it represents is a mere fraction of what could and
should be done given the vastness of potential corpora and
phenomena to investigate. I then turn to the issue of in-
formation deficiencies, including why corpora are missing
and underrepresentation of low resource languages. Next, I
discuss the process of corpus generation and some of the
technical problems facing researchers. I then look at the
linguistic analysis pipeline—the tools available for analyzing
documents. Next, I provide two examples—event data gen-
eration and ethnolinguistic fractionalization—which under-
gird the need for more representative corpora in IR. Finally,
I provide future directions and conclusions for advancing
text-as-data methods in IR research. 

Text-as-Data in Context 

In computational text analysis, corpus selection skews heav-
ily toward English-language sources and reflects a Western
bias that influences the scope, interpretation, and external
validity of research on international politics ( Colgan 2019a ).
Text-as-data is a methodology that can be applied to any
area of study, including US government, comparative poli-
tics (CP), and international relations (IR). It is also inter-
disciplinary, drawing on techniques from computer science
and linguistics among others, especially related to extracting
political information from social media ( Chiovaro, Windsor,
and Paxton 2021 ; Chiovaro et al. 2021 ). While I focus most
on issues related to IR, it bears noting that the Venn dia-
gram overlap between IR and CP is substantial and the line
demarcating one from the other is blurry. One delineation
might be between qualitative and quantitative approaches,
although this is neither necessary nor sufficient to land in
either camp. To the extent that comparative and IR scholars
study overlapping phenomena, the critique of textual bias
applies. 

Text mining of social media transcends disciplines and
fields, as it is used extensively to understand sociopolitical
processes such as social mobilization and protest, govern-
ment repression, and decisions to close the Twitter or Weibo
spigots in an attempt to thwart collective anti-government
action ( King, Pan, and Roberts 2013 , 2014 ). Siegel and Pan
(2018 ) extend the social mobilization literature popular-
ized by McAdam reflecting on the civil rights movement
( McAdam 1986 , 1989 ) to the context of Saudi Arabia, where
the find that government repression deterred the impris-
oned but not those who still had their freedom from en-
gaging in online dissent. Carter and Carter (2020 ) find sim-
ilarly nuanced patterns around pro-democracy movement
anniversaries in China but not for other holidays. Schol-
ars have much yet to understand about the relationships
between online behavior, civil society, and government re-
sponses that diversifying source material can help reveal. So-
cial media scholars must also take care to ensure that they
are measuring what they think they are measuring. For ex-
ample, social media can also be problematic for the fact that
default location settings for social media apps may be mis-
leading, and diaspora groups far from the epicenter of con-
flict can influence local dynamics. 

Most political research using this approach originates
in the study of Western democratic institutions, focusing
mostly on US institutions such as the federal courts and
legislatures ( Goh 2019 ). There are several reasons for this:
most published scholarship in political science is authored
by scholars in global north/Organisation for Economic Co-
operation and Development (OECD) countries ( Breuning
et al. 2018a , 2018b ), English-language and Western docu-
ments are generally archived in user-friendly formats that
do not require extensive pre-processing, and most computa-
tional tools are available only for English-language corpora
and at the disposal of. As a result, we have gained a lot of
knowledge about Western democratic legislatures, courts,
state politics, voting, and social and mainstream media. To
a lesser extent, text-as-data workflows have been applied to
non-Western inquiries, generally in the subfield of CP. Least
studied are IR phenomena. The Global South Action Net-
work has been instrumental in connecting scholars across
the global north/south divide ( Yannitell-Reinhardt 2021 ). 
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The relative ease with which many English-language doc-
ments can be downloaded, processed, and analyzed fa-
ilitates computational discourse research, since there is
inimal preprocessing required. Western countries have

nstitutional, technological, and infrastructural advantages
o developing countries in their ability to produce, capture,
rocess, and store linguistic data from political sources. Un-
urprisingly, this research skews heavily toward US govern-
ent institutions such as the judiciary and legislatures at

he federal and state levels, as these documents are main-
ained in easily accessible databases and in user-friendly for-

ats ( Hill and Hurley 2002 ; Grimmer 2009 ; Osborn and
endez 2010 ; Owens and Wedeking 2011 ; Rice and Zorn

014 ; Hinkle and Nelson 2016 ). Through the application of
ext analysis to legislative language, Supreme Court deliber-
tions, and Western democratic leadership, there has been
uch greater focus on participatory inclusion and gender,

ecision-making and reasoning, and rationales and delib-
rations regarding conflict participation. However, because
his has often only considered English language texts and

estern-style institutions, we are missing information about
ising regional powers, the bargaining processes and capa-
ilities of rebel and insurgent groups, and the deterioration
f human rights practices. 

Increasing International Relations Representation in Quantitative 
Text Analytics 

anguage reveals information about the most fundamen-
al questions in IR research, such as those regarding war
nd peace: Is a leader bluffing or making a credible threat?
s a nuclear-armed state stable or unstable? Will states up-
old their international commitments even amid political
nd economic strife? Are human rights likely to worsen or
mprove in a given country? However, the current state of
he text-as-data field is presently underprepared to address
hese questions of international importance because of the
earth of textual information about most of the countries in

he world. Data in non-Western societies are challenging to
ollect, clean, and analyze even given recent advancements
n computational text manipulation. Yet, this should not de-
er IR scholars from collecting corpora from non-English
nd non-Western sources for the purpose of engaging in re-
earch about core IR questions. These overlooked regions
epresent a form of selection bias in IR scholarship that lim-
ts our ability to understand political processes from non-

estern points of view. 
Efforts to increase representation of IR scholarship using

omputational text-as-data methods stand alongside other
iscipline-wide concerted efforts to increase participation
rom scholars from the global south. IR research has largely
een developed by Western scholars theorizing about non-
estern phenomena. Including and incorporating the his-

ories, narratives, and documents from non-Western settings
ill help scholars to better understand the root causes and
onsequences of conflict and peace. By exploring the ways
n which the research of Western IR scholars fosters an
pistemological bias given the reliance on English-language
ources, we can identify ways forward to diversify not only
olitical corpora, but academic partnerships across country
nd language divides. 

Harnessing Language for International Relations Insights 

he 2008 Political Analysis Special Issue on text analytics
emarcates a renewed interest in computational discourse
nalysis for political research. As a result, the issue increased
nterest in the field, and in 2009 Harvard hosted the inaugu-
al New Direction in Analyzing Text as Data conference that
eatures innovative applications of discourse analysis. This
onference has served as a conduit for cross-pollination of
ethodologies between the fields of computer science, lin-

uistics, and political science. The fields of computer sci-
nce and computational linguistics address questions of po-
itical importance but from var ying disciplinar y perspectives.
he conference organizers’ goals include bringing together
esearchers from the fields of political science and com-
uter science to encourage cross-pollination of methodolo-
ies, foster interdisciplinary collaboration, and expand the
ealm of political research questions. While computational
iscourse analysis has been well established in the fields of
omputer science and linguistics, this approach is relatively
ew to the field of political science, emerging alongside the
ata science and “big data” revolution enabled largely by so-
ial media. 

The field of IR lags behind both US government and,
o a lesser extent, CP, in its use of computational text-
nalysis methods. Yet, in spite of an English-language bias
n corpus selection, there is a robust and growing litera-
ure using discourse analysis to understand international
olitical processes. This includes the language of lying
nd deception among dictators and terrorists, whereby
eural networks and automated feature selection cor-
ectly predicted deceptive language two-thirds of the time
 Hancock et al. 2010 ; Abrahms, Beauchamp, and Mroszczyk
017 ). Similarly, it also includes threat detection ( Hancock
t al. 2010 ), statements of resolve whereby leaders who
ake more resolved statements tend to prevail in inter-
ational disputes ( Dyson 2006 ; Dyson and Preston 2006 ;
cManus 2014 , 2016, 2017 ; Kydd and McManus 2017 ), vi-

lent extremism ( Windsor 2017b ), rebel group image man-
gement ( Jones and Mattiacci 2017 ), and international pol-
tics broadly defined ( King and Lowe 2003 ; Cohen et al.
008 ; Lowe 2008 ; Jurka et al. 2012 ). 

Specific research has focused on leaders and countries,
uch as Saddam Hussein in Iraq, that show symmetry be-
ween personal and public statements ( Brands and Palkki
012 ; Dyson and Raleigh 2014 ; says Smithc2 2014 ; Shala,
us, and Graesser 2014 ; Windsor et al. 2017 ); positively
alenced language improving public opinion ratings of
ugo Chavez in Venezuela ( Love and Windsor 2017 ),
ladimir Putin ( Dyson 2001 ; Labzina and Nieman 2017 ),
nd Medvedev in Russia ( Baturo and Mikhaylov 2014 ); the
urvival and longevity of long-term leaders such as Mao Tse
ung in China and how Chinese social media operatives
trategically obscure political events that might cast negative
ight on the country ( King, Pan, and Roberts 2013 ; Kreutz
nd Croicu 2014 ; Roberts et al. 2014 ; Windsor, Dowell, and
raesser 2014 ; Dowell, Windsor, and Graesser 2015 ; Li et al.
nder review ); and explanations for the rise of populism in
rance and Belgium ( Jagers and Walgrave 2007 ; Alduy and
ahnich 2015 ). 
Political dynamics in the United Nations have been a re-

ent focus of study ( Windsor 2016 ; Baturo, Dasandi, and
ikhaylov 2017 ), and social media continues to dominate
uch of sociopolitical research, especially focusing on large-

cale social mobilizations ( Tumasjan et al. 2010 ; Segerberg
nd Bennett 2011 ; Aharony 2012 ; Qiu et al. 2012 ; Gupta
t al. 2014 ; Ito et al. 2015 ; Beauchamp 2017 ). The Com-
arative Manifesto Project data include party platforms for
ore than fifty countries, for democracies in mostly OECD

nd Central and Eastern European countries. Studies using
his data have made advances in measuring political party
ositions and in structural topic modeling—a process that
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can help scholars working with multilingual documents with
the effect of reducing corpus selection bias ( Mikhaylov and
Laver 2008 ; Volkens, Bara, and Budge 2009 ; Lucas et al.
2015 ; Lehmann et al. 2018 ). 

During height of leadership trait analysis (LTA) and
role theory in foreign policy research ( Hermann 1987 ;
Hermann and Preston 1994 ), scholars focused on the lan-
guage of leaders to derive estimates of policy preferences.
Scholars of LTA argue that particular leadership features
and leaders matter, and these features are derived using
linguistic and psychological personality metrics ( Hermann
et al. 2001 ). LTA has been used to describe how leadership
is context-dependent ( Cuhadar et al. 2017 ) and which lead-
ers are likely to take risks ( Kowert and Hermann 1997 ). LTA
has provided insight into the psychological profiles of lead-
ers ( Hermann 1980 ; Hermann and Post 2003 ), what fac-
tors indicate stress in political leaders ( Hermann 1979 ), how
leadership traits influence bureaucratic choices ( Preston
and ‘t Hart 1999 ), and how leadership features of prime
ministers and members of parliament vary ( Kaarbo 1997 ;
Kaarbo and Hermann 1998 ). While there has been much
debate about how to calibrate the role that leaders play
in international politics, even some realists have acknowl-
edged that individuals matter ( Jervis 2013 ). Recent LTA
scholarship has provided opportunities to substantially di-
versify analyses in non-Western languages, including work
by Brummer et al. (2020 ), Rabini et al. (2020 ), Canbolat
(2021 ), and Thiers (2021 ). 

The majority of text-as-data research in IR has focused
on leaders and individuals. Thus, through the application
of text analysis to the issues of leadership traits, we now
better understand leaders’ psychological calculus for vari-
ous decisions including foreign and domestic policy choices
and rhetoric. However, the reliance on translated or English-
language sources means that we are forced to ignore what
leaders have said—or what has been said about them—
in the original language. This has implications for under-
standing domestic coalitions, coup-proofing, and changes in
regime dynamics. 

The event data domain is experiencing a reorientation of
efforts to diversify the sources of information used to under-
stand patterns of political events, especially contentious po-
litical events such as protests and riots ( Raleigh et al. 2010 ;
Lorenzini et al. 2016 ; Tubishat et al. 2019 ; Birch and Much-
linski 2020 ; Dowd et al. 2020 ; Sobolev et al. 2020 ). Social
media can also liberate information in ways that traditional
news media cannot ( Steinert-Threlkeld 2017 ; Goebel and
Steinhardt 2019 ; Zhang and Pan 2019 ; Driscoll and Steinert-
Threlkeld 2020 ). 

Information Deficiencies 

The first problem in corpus selection bias in IR is infor-
mation deficiencies. The origins of these deficiencies in-
cludes the following: a deficit of speakers or translated and
validated documents from low-resource as well as widely
spoken languages; unavailability of documents due to con-
flict in situ, lack of support for document preservation and
archiving; opaque political environments that closely guard
documents of interest such as terrorist groups or authoritar-
ian regimes; and a dwindling proportion of polyglot IR re-
searchers. There is even a dearth of research using primary
sources from widely spoken languages such as Mandarin and
Hindi. The lack of primary source research in Chinese, Rus-
sian, and Hindi means that scholars may miss political nu-
ances and shifts in the status quo because they are not using
the target language. These nuances and shifts may include
improving or worsening relations between ethnic groups,
against the central government, or against a foreign state,
for example. 

Moreover, the grievances and rationales may only be
best expressed in the local language. For example, in the
Guatemalan human rights trial of Efrain Rios Montt, some
of the concepts were misinterpreted: 

The Ixil interpreter regularly translated ch’ich’ to a
Spanish word whose meaning was less context depen-
dent (for example, “at chalab’ tzok’el kan, ili’b’aj kan
naj, ta’n ch’ich’” interpreted as ‘there are some of
them who were left cut up, he left them hanging, with
machetes’). However, in cases in which either a plane
or a helicopter could be a possible referent for ch’ich’,
interpreters translated ch’ich’ as instrumento, (instru-
ment), a confusing translation for Spanish-speaking
lawyers and judges. Lawyers often mistakenly assumed
that “instrument” indicated that a speaker could not
identify the aircraft in question or that the speaker was
being purposefully evasive. Both prosecution and de-
fense lawyers frequently requested clarification of this
use. ( García 2019 , 242) 

For IR scholars quantifying human rights abuses, re-
searching peace and reconciliation processes, and quantify-
ing civil war dynamics, these confusing distinctions between
the varying interpretations of “ch’ich” may be important.
Scholars of IR may not be fluent in Ixil, but this gap can
be bridged through partnerships across disciplines, thus en-
riching the depth and quality of scholarship. 

Political discourse data are not missing at random, and
corpus collection and production suffer from similar chal-
lenges to observational data collection in IR. Either some
corpora do not exist in written form, or their written form
is presently unsupported by computational analytical tools,
or the documents are well guarded and nearly impossible to
access. The DGP for political corpora suffers from report-
ing bias similar to the way that observational data are miss-
ing from databases such as the World Bank Human Devel-
opment Index. Countries may not report annual data due
to ongoing conflict or active violence, to technical or infras-
tructure impediments, or to group-level bias whereby some
portions of the country are not surveyed or counted ade-
quately, such as minority groups. 

Records-keeping may be sporadic, underfunded, and col-
lected and stored in user-unfriendly formats or suspended
due to lack of personnel or active conflict. In the case of civil
conflicts, records may be looted or destroyed. Data archiv-
ing are often a low priority, and they may not engage in
best practices for document archiving, such as formatting
documents in consistent structures, which I discuss in the
next section. For scholars, accessing these documents may
require in-country field research and extensive preprocess-
ing to clean the data in preparation for analysis. In polit-
ically unstable countries, archival data may be deliberately
destroyed by outgoing regimes as a safeguard against fu-
ture political liability or prosecution. Problems such as these
manifested in countries such as Rwanda in 1994, Iraq in
2003, Bosnia between 1992 and 1995, and Guatemala after
the thirty-year civil war (1960–1996). 

Addressing the Missing Data/Omitted Variable Bias 

Missing data influence the entire “value chain” of corpus
production that affect research outcomes and the conclu-
sions we draw about things in the world. The original doc-
uments from non-English and non-Western sources often
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riginate in countries lacking either the technology or
ncentives—or both—to curate politically relevant docu-

ents. Intrastate conflict within countries can hamper, de-
ay, or even deliberately prevent document archiving. Rele-
ant political documents may fall victim to actors’ who use
illaging as a tactic of war. 
Alternately, actors may destroy their own documents for

ear of information being captured or used against them or
heir confederates. Active conflict interrupts the process of
ecords-keeping, as other conflict-related activities are prior-
tized. Similarly, developing countries not experiencing con-
ict may also fall short in implementing the best practices

or document archiving due to lack of technological capac-
ty, improper storage, and exposure to degrading elements
r natural disasters ( Mnjama 2005 , 2010 ; Dube 2011 ). 

Low-Resource and High-Resource Languages 

n example of an information deficit is the underrepresen-
ation of “low-resource languages” in text-as-data political
nquiry; these are rare linguistic groups that can be con-
eptualized as “low density, less commonly taught, under-
esourced, less resourced, low resourced, endangered, and
ulnerable language” ( Cieri et al. 2016 ). On the other hand,
igh-resource languages (HRL) are those for which com-
utational translation programs and parallel corpora exist,
uch as the official languages of the United Nations ( Eisele
nd Chen 2000 ). Low Resource Languages (LRLs) include
ore obscure and dwindling linguistic groups represent-

ng politically tenuous populations such as the Rohingya
n Burma, the Acehnese in Indonesia, and the Uyghurs in
hina. Many of the quantities of interest—such as political
rocesses within authoritarian regimes, marginalization of
inority populations, issues of environment and climate-

elated human insecurity, and civil conflict—transpire in
ountries with LRLs. In the absence of investigating the
olitical phenomena in the languages of a majority of the
orld’s population, political scientists must make assump-

ions about what people in these environments talk about
nd believe. This represents a large foreign policy blind
pot as well as an opportunity for ample future scholarship
 Colgan 2019b ). 

Large swaths of world politics remain uncovered by com-
utational corpus linguistics, including Africa, Latin Amer-

ca, Asia, and Southeast Asia. Similar to the identification of
inorities at risk (MAR), United Nations Educational, Sci-

ntific and Cultural Organization (UNESCO) identifies lan-
uages at risk, with more than 1.5 million people speaking
hreatened or vulnerable languages, that is, those with de-
lining rates of intergenerational transmission where chil-
ren do speak the language, but it is restricted to certain
enues (such as home) ( Brenzinger et al. 2003 ; Lewis and Si-
ons 2010 ). While the universe of cases for corpus selection

s large, most languages remain vastly underrepresented in
he data even though their countries of origin serve as the

otivation for much of IR research. These countries are
he source of emerging power politics, such as the BRICS
Brazil, Russia, India, China, and South Africa) countries
 Thies and Nieman 2017 ) as well as countries where mul-
iple types of security threats originate, including human
ecurity (e.g., health, migration, and conflict-related dis-
lacement); country-level instability, MAR, civil conflict, and
rigins of terrorism; and intrastate conflict. 

Corpus Generation 

ountries in the developing world face obstacles in the pro-
uction of political corpora, including data collection, for-
atting, storage, and sharing. The digital divide between
ealthy and poor countries affects document preparation;
ountries experiencing conflict face additional difficulties.
hile scholars in developed countries are endowed with

rst-rate technology, such as computers, reliable electricity
nd Internet, and data-processing software, scholars in de-
eloping countries face multiple, deep challenges. Data gen-
rated and collected in the developing world are often not
athered with academic use in mind. For example, it is com-
on to have typewritten documents with handwritten notes

n the margins, scanned at an angle and saved as an image
o a portable document format (.pdf) file, making the text

ore difficult to extract using optical character recognition
OCR). 

Behind Iron Curtains 

ata in opaque political environments, such as authoritar-
an regimes and extremist groups, are also often difficult
o obtain. In authoritarian regimes, the leadership thrives
n maintaining a culture of secrecy, relying on ministries of

nformation for intelligence gathering. For example, in the
ase of Iraq under Saddam Hussein, the Ministry of Informa-
ion kept extensive documentation of meetings and records,
ut these records were private and highly guarded and not
ecovered until after the 2003 conflict. Similarly, some coun-
ries may collect and archive data efficiently but may be
nwilling to share this information with a broad audience.
ocuments from Al Qaeda in Afghanistan were retrieved
fter the military intervention in 2001. These included in-
ernal communications as well as military strategy, private
nformation that individuals in each case were unwilling to
hare or make public. These documents were ultimately pro-
essed, translated, and archived at the now-defunct Conflict
ecords Research Center at the National Defense University

n Washington, DC, but accessing the full corpus required
n-site access. 
To this point, in 2016 the National Academy of Sciences

nd Intelligence Community began a decadal survey to as-
ess research priorities and potential synergies between aca-
emics in the social and behavioral sciences, and govern-
ent agencies ( Windsor 2017a ). Of note was the suggestion

o liberate declassified data and facilitate scholarly research
n timely and relevant issues, including multilingual cor-
ora. Open-source intelligence initiatives such as the Cen-
ral Intelligence Agency’s Foreign Broadcast Information
ervice and World News Connection, and the BBC’s Mon-
toring Service aggregated news reports from foreign media
nd meticulously translated them using human sources be-
ore automated computer translation was available. While
he end result was an English-language corpus, the breadth
f information these efforts generated could be used to
tudy and model international processes from many multi-
ingual, multicultural perspectives. 

Knowing Where to Look: The Politics and Language Pipeline 

hat deep structural factors might influence whether text
nalysis of political corpora is undertaken in English ver-
us non-English languages? Given that most political sci-
nce scholarship originates in OECD countries, with the
ajority of doctoral programs located in North America

 Ishiyama and Breuning 2006 ), it is somewhat unsurprising
hat English-language sources account for the bulk of polit-
cal corpora. One factor that may contribute to the lack of
inguistic diversity in political science research is the dwin-
ling multilingual pipeline in the US primary, secondary,
nd postsecondary educational systems. 
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In most US public schools, foreign language instruction
does not begin until high school, which poses problems for
attaining proficiency or fluency in second languages ( Pufahl
and Rhodes 2011 ; Friedman 2015 ). Fewer high-school stu-
dents studying foreign languages lead to fewer college stu-
dents studying foreign languages; in turn, fewer doctoral
students in political science are proficient in non-English
languages. The Modern Language Association reports that
enrollment in languages other than English declined by
9.2% between 2013 and 2016, the second largest drop since
the census began ( Lusin 2012 ; Looney and Lusin 2018 ). For
this article, I conducted a survey of one hundred and thirty
doctoral programs in Political Science in the United States
from the list of American Political Science Association re-
sources for students to determine the status of foreign lan-
guage requirements across departments. With sixty respon-
dents, the response rate was 46 percent. Of these sixty pro-
grams, only nine (15 percent) include a foreign language
component for successful completion of the doctoral de-
gree requirements. 1 

Corpus selection bias is a manifestation of other types
of biases: studies of implicit bias show that people demon-
strate subconscious preferences for cues that they like and
dislike ( Blanton et al. 2009 ; Jost et al. 2009 ; Tetlock and
Mitchell 2009 ), and confirmation bias suggests that peo-
ple seek out information that affirms preexisting beliefs
( Nickerson 1998 ), including the selection of documents
and texts ( Lustick 1996 ). The set of functional polyglot re-
searchers from PhD-granting US universities in the field of
political science, much less in the smaller text-as-data sub-
field, is incredibly small. The limited mandatory second-
language exposure for IR scholars influences textual data
selection. Thus, scholars with little non-English language ex-
posure may already be biased against looking for documents
in low-resource languages. 

Both the implicit and the explicit biases point to a trou-
bling issue: given the lack of peer-reviewed scholarship
originating in developing countries and about LRL commu-
nities, how can we be certain that the theories and hypothe-
ses generated with linguistically biased corpora accurately
represent real relationships and phenomena in the world?
Clearly, it is unreasonable to expect that all IR scholars
should gain proficiency in multiple languages; a more bal-
anced approach, and one for which there is growing support
in the IR community, is forging collaborations with schol-
ars in non-Western countries who are either native speakers
or proficient in the languages of interest. In recent years,
IR scholars have partnered with colleagues in Latin Amer-
ica, Eastern Europe, and Asia to host conferences outside
of North America and Western Europe to address the geo-
graphic bias that inhibits broader participation from schol-
ars from the global south. These research partnerships can
span not only borders but also academic disciplines. 

Linguistic Analysis Pipeline 

The linguistic pipeline for software and tools to analyze
non-English corpora is underdeveloped. Non-English and
LRL documents are largely unsupported by standard soft-
ware translation or OCR programs used to convert.pdf
files to ones supported by analytical tools, such as spread-
sheets or text files. OCR programs vary in their ability and
1 These include Baylor University, Boston College, the University of Pennsyl- 
vania, Northern Illinois University, Johns Hopkins (Political Science), University 
of Virginia, The New School for Social Research, Northern Arizona University, 
and Florida International University. For a full list of respondents, see table 2 in 
the appendix. 

 

 

 

 

 

accuracy to process information embedded in .pdf files
( Smith 2007 ; Heli ́nski, Kmieciak, and Parkoła 2012 ).
The process of extracting usable information from
old, deteriorated, or irregularly formatted documents
can be time-consuming and labor-intensive. Further-
more, once the information is extracted, the docu-
ments may need to be translated. Professional transla-
tion services are not only time-consuming but also ex-
pensive. Further, while recent research on automated
translation programs has demonstrated their reliability,
questions still exist about the issue of syntactic, lexi-
cal, and semantic fidelity to the author’s original in-
tent. Most computational linguistics programs—especially
those examining syntax—are available for English-language
corpora only. 

Document Processing 

For non-English and non-Western documents that do exist
in usable formats for researchers to access, substantial pre-
processing steps are required before they can be analyzed.
Figure 2 illustrates this point: the first document is a type-
written and scanned transcript of the RTLM (Radio Televi-
sion Libre des Milles Collines) broadcast during the Rwan-
dan Genocide, the second is a scanned copy of the Malian
peace agreement from 2015, and the third is a handwritten
account of Guatemalan police records. Documents in this
format present significant problems for open-source OCR
programs such as Tesseract, as they are “noisy,” meaning
they have substantial amounts of non-essential information
such as borders, stamps, and handwritten notes that clutter
the textual signal ( Heli ́nski, Kmieciak, and Parkoła 2012 ).
Cleaning text-as-data corpora is labor-intensive and requires
human judgment throughout the preprocessing phase as
documents are prepared for analysis; not all text-processing
steps can be automated. 

Preprocessing refers to the steps that researchers must
take to prepare a corpus for analysis. This may include the
process of OCR, scanning, translation, document conver-
sion, and “cleaning” documents using regular expressions
to omit erroneous characters that may interrupt or impede
the computational software used to analyze corpora. 

The text itself may also be blurry or smudged, and the
document formats change over time making automated pro-
cessing more challenging. This means that the OCR process
requires labor-intensive human supervision to make deci-
sions about accommodating document quirks. For example,
documents from pre-Internet eras were typewritten or hand-
written, or both, and have been subsequently subjected to
heat, water, mold, fire, or other damage. Furthermore, they
are often scanned askew and must be manually adjusted. Re-
searchers also face computational impediments to accessing
LRL corpora; the human language technology community
notes that for low-density languages, few online resources
are available for processing, translation, and analysis
( Hogan 1999 ; Megerdoomian and Parvaz 2008 ). Some text-
as-data analysis does not require substantial preprocessing
and can accommodate more noisy corpora, such as topic
modeling. 

Substantial computational barriers remain for low-
resource languages, especially those using non-Latin systems
of writing. Given that most computational programs analyze
English-language corpora, one solution is to first translate
non-English corpora into English and then analyze them
with computational linguistics tools. However, this workflow
may risk obscuring the intent conveyed in the original lan-
guage, as some details can get lost in translation; researchers
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Figure 2. (Left to right) RTLM document from Rwanda, Malian peace agreement, Guatemalan historical archive 
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hould confirm that the translated documents maintain fi-
elity to the original documents. 
In one such analysis of dictionary-based translation using

 United Nations parallel corpus, Google Translate proved
o be fairly reliable, with the exception of character-based
anguages such as Chinese and Arabic, which showed the
argest effect sizes between the original and target lan-
uages ( Eisele and Chen 2000 ; Windsor, Cupit, and Windsor
019 ). 2 Other non-Latin languages that use Cyrillic script
e.g., Slavic languages like Russian and Ukranian), Hebrew,
urkish, and Brahmic (common in India) are also challeng-

ng for computational translation and analytic programs
s they introduce additional preprocessing steps prior to
nalysis. These preprocessing steps often require specialized
oftware and extensive human-in-the-loop intervention in
aborious and non-automatable workflows. Drawing on sug-
estions from the previous section, these problems with in-
ormation deficiencies and document processing can be
ddressed by using language-agnostic methods as well as col-
aboration with scholars from underrepresented countries
nd linguistic groups. 

To summarize, even once linguistically rare corpora have
een located, these documents still often require substantial
re-processing due to their idiosyncratic and irregular na-
ure. Preprocessing documents prior to analysis is both nec-
ssary and time-consuming. It is incumbent upon scholars
orking on “big-text-as-data” to demonstrate the volume of
reprocessing steps and coding decisions that inform their
orkflow by documenting their workflow and annotating
ublications with the steps and decisions that produced the
utcome corpus. This is especially important not only for
ransparency and reproducibility ( Munafò et al. 2017 ) but
lso to address misperceptions about quantitative text re-
earch about the facility of batch downloading ready-made
atasets and automating coding decisions with impersonal
lgorithms. To the contrary, as Nelson suggests, computers
hould expedite the investigative process and facilitate hu-
2 A parallel corpus is a collection of documents that are translated into one or 
ore other languages than the original across meaning units, usually sentences. 

 

s  

i  
ans’ analytical strengths, so researchers focus their time
nd efforts most efficiently on interpretation rather than
lassification ( Nelson 2017 , 2018 ). 

Consequences of Linguistic Biases 

Fundamental Research in Political Science 

iven the recession of democracies and the rise of authori-
arian populism in the world, and the growth of violent ex-
remist organizations, IR scholars should pursue research
sing computational text-analysis methods to answer ques-
ions about fundamental areas of IR scholarship, such as
he causes and consequences of war and peace among and
ithin states, democratization and democratic backsliding,
nd leadership and regime changes. Yet, if we seek answers
o political questions in only the convenient languages with
he most accessible corpora requiring little preprocessing,
e miss the richness, nuances, wisdom, and perspectives

hat other languages and cultures can offer about the polit-
cal quantities of interest that drive our curiosity about the
orld. 
One consequence of English-language bias is that we miss

he opportunity to fill in the gaps for other indicators that
uffer from similar systematic missing data. IR scholars are
asked with investigating political questions related to de-

ocratization, major geopolitical shifts, human rights prac-
ices, international and civil war onset, duration, termina-
ion, trade, and security between states. Investigations of
hese phenomena have largely been observational, draw-
ng from datasets that represent a majority of countries in
he world such as the Polity IV Project, Correlates of War,
ross-National Time Series, the World Bank, Archigos, Free-
om House, and the Cingranelli–Richards Human Rights
ata ( Cingranelli 2006 ; Marshall, Jaggers, and Gurr 2006 ;
oemans, Gleditsch, and Chiozza 2009 ; Sarkees 2010 ; Banks
011 ; Freedom House 2014 ). 

It is important to note that these commonly used ob-
ervational datasets do not represent the universe of cases
n the international system and that data are missing
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nonrandomly for countries that may be lacking bureaucratic
infrastructure or a functioning central government to col-
lect and curate this data. For example, recent work has ex-
amined bias in event data generation ( Weidmann 2016 )
and terrorist activity reporting ( Drakos and Gofas 2006 ),
proposing methodological solutions to check for estimation
sensitivity to missing data. Imputation, matching, and classi-
fying have emerged as computational workarounds for fill-
ing in the gaps in datasets as well ( Jackman 2000 ; Honaker
and King 2010 ; Si and Reiter 2013 ). Because data in de-
veloping, non-Western, and non-democratic societies is of-
ten systematically missing—such as economic, health, ed-
ucation, and other indicators—language data can help to
fill in the knowledge gaps. However, this cannot happen us-
ing English-only sources, since the information may only be
available in the local language. 

Event Data and Forecasting Accuracy 

At its core, event data are text-as-data and face many of these
same challenges. Researchers working on event data gener-
ation continue to grapple with the problem of syntax in as-
signing roles, relationships, and activities between interna-
tional actors ( Schrodt, Beieler, and Idris 2014 ; Norris 2016 ),
and the problems are even more complex with multilin-
gual corpora. News organizations with contracting budgets
for international reporting have pulled journalists from for-
eign assignments and shuttered overseas bureaus; as a conse-
quence, international news coverage has declined ( Kaphle
2015 ; Gray 2017 ). Related, when journalists are sent to re-
port on international matters, they often do so in the con-
text of active conflict; in recent years, the Committee to Pro-
tect Journalists has recorded an increase in the number of
journalists killed while on assignment. As a result, news cov-
erage of smaller or less-populated countries has decreased,
with implications not only for political corpus collection but
also for event data analysis. 

The NLP (natural language process) parsing of event
data works best on newswire sources such as the Asso-
ciated Press that use formulaic, straightforward phrasing
rather than local news sources that may provide more
nuanced—albeit with more complicated syntax, grammar,
and named entities—information about politically impor-
tant events. Thus, as the upstream sources of data winnows,
the dearth of news is felt downstream: we know less about
“on the ground” conditions that can lead to larger scale po-
litical disturbances, decreasing the accuracy of forecasts and
predictions. 

The critical connection between political MAR and the
languages they speak is that what researchers often know
about these groups comes from Western sources, filtered
through cultural biases and interpretations rather than di-
rectly from the group source. For example, even widely
used event data sources “missed” the onset of the Arab
Spring uprisings due in part to its reliance on English-
language newswire services, which may have been detected
if local news sources were consulted ( Ward et al. 2013 ;
Wang et al. 2016 ). Nam (2006 ) also provides substantial ev-
idence for the effectiveness of using local sources, giving
examples from South Korea and Burma. Another poten-
tial oversight is in the coding of political events: the tax-
onomy of significant political events was created by West-
ern scholars, using English-language sources. So, for exam-
ple, even though cattle rustling and raiding is a significant
factor in conflict escalation ( Witsenburg and Adano 2009 ;
Butler and Gates 2012 ), this activity is not included as an
event subcategory. 
Misunderstanding Group Mobilization 

Scholars of social movements often rely on social media
to measure popular sentiment, unrest, and mobilization
( Kavanaugh et al. 2011 ). Microblogging platforms, such as
Twitter, can provide real-time information about unfold-
ing contentious politics. However, for countries or areas
with a significant ex-patriate or diaspora population, the
signals become muddled as it is not always obvious from
where the social media posts are originating. This may
lead to an over-estimation of actual, local, human mobi-
lization, or a mischaracterization of the strength of partic-
ipants. For example, the pathbreaking work by Chenoweth
and Belgioioso found that social movements display Physics
characteristics—mass and momentum ( Chenoweth and Bel-
gioioso 2019 ). Wouldn’t we want to know if the results hold
across languages, actors, and social media bounding boxes? 

Future Directions 

This article is intended to seed a conversation about com-
putational text as data for IR research. I have discussed
the challenges facing computational text-as-data methods
for IR research, including sourcing linguistically diverse cor-
pora, preparing and preprocessing documents, and generat-
ing corpora to foster theoretically driven hypotheses to test
about how international actors use language strategically. At
present, the text analytics for IR research is limited in scope
and reflects an English language and Western corpus bias. 

While English language sources have expedited the pro-
cess of computational advancements and methodological
discoveries, they have come at the expense of uncovering
new insights drawn from research using low-resource lan-
guages that represent themes and regions of political inter-
est in the world. Some information deficiencies are difficult
to remedy, as sources are unavailable in irretrievable ways
such as missing data due to irregular records-keeping dur-
ing conflicts, and inaccessibility post-conflict. Document-
processing problems also contribute to the lack of linguistic
diversity in political corpora. 

Three approaches will help internationalize the study
of IR in the field of computational text analysis. First, we
must collaborate better across borders and partner with lo-
cal scholars who speak the target language. Local schol-
ars will likely have insight into corpora that will deepen
our understanding of international political processes, and
the cross-national scholarly collaboration will help to di-
versify the field of IR ( Breuning et al. 2018a ). Second, we
must utilize the existing methodologies that are language-
agnostic, such as topic modeling, to analyze documents in
non-English languages. As Nelson suggests, computers are
useful for sorting and humans are good at interpreting
( Nelson 2017 ); we should leverage this reciprocal relation-
ship to bridge quantitative and qualitative IR scholarship us-
ing text-analytic methods. Finally, we should forge interdisci-
plinary relationships, especially between social scientists and
computer scientists who are doing pathbreaking research
using Bidirectional Encoder Representations from Trans-
formers (BERT) and its multilingual cousins, TBERT and
mBERT, which handle multilingual corpora ( Devlin et al.
2019 ; Chau, Lin, and Smith 2020 ; Gonen et al. 2020 ; Peinelt,
Nguyen, and Liakata 2020 ). The former are trained in the
methods of social science inquiry and the latter in develop-
ing applied technologies and workflows to facilitate research
on sociopolitical phenomena. 

We not only need more representative international cor-
pora but more representative scholars to ensure fidelity
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o the intended meaning of the documents. The mis-
ion of the Global South Academic Network ( Reinhardt
018 ) is to foster collaboration between scholars across
he academic divides; this association can help facilitate
artnerships from low-resource languages. Alongside more
pportunities for foreign language study and fieldwork ex-
eriences, these interdisciplinary and multinational collab-
rations should help minimize the risks of misinterpreting
utput of non-English and multilingual corpora. These col-

aborations are essential and valuable, as language shapes
he way people see and experience the world around them
nd concepts can become lost in translation ( Boroditsky
011 ; Cibelli et al. 2016 ). 

Other strategies for remedying selection bias in IR text-
s-data corpora include participating in conference work-
ng groups, aggregating IR corpora in a centralized repos-
tory, encouraging the development of text-as-data courses
nd workshops, and incentivizing this line of scholarship
hrough special issues in journals. For example, the recent
reconference on Politics and Computational Social Sci-
nce at Northeastern University featured a large selection of
esearch using text-as-data methods to explore questions re-
ated to political protest ( Eubank 2018 ), deliberative democ-
acy ( Chen 2018 ), online dissent in absolute monarchies
 Siegel and Pan 2018 ), and threats of violence toward civil-
ans in China ( Carter and Carter 2018 ). 

Specializations within IR, such as international politi-
al economy, international and sub-national conflict, peace
uilding, treaties and alliances, and international coopera-
ion more broadly all lend themselves to computational text
nalysis using presently available data. International organi-
ations, such as the United Nations and its branches, and
egional institutions, such as MERCOSUR or the Organiza-
ion for African Unity, can facilitate a common platform for
nalyzing political language and begin to address the gap
n corpus selection by committing to providing documents
uch as resolutions, reports, and treaties on publicly avail-
ble and widely accessible repositories, ideally in multiple
ormats including plain text. 

Text selection bias is a problem fundamentally because
t poses restrictions on the types of research questions that
R scholars in particular are able to ask and answer. It fil-
ers the experiences of ethnically, linguistically, and politi-
ally diverse people in the world through a Western lens.
esearchers must make decisions about distinguishing be-

ween important and erroneous information that may or
ay not be critically important in the target language.
hrough interdisciplinary collaborations, scholars can be-
in to address the deficits of having depended on English
anguage to learn about the world. As a discipline, we must
e willing to revisit our assumptions about how the world
orks by seeing it through the lens of different languages. 
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