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Abstract
Weather-related risk makes the insurance industry inevitably concerned with climate and climate change. 
Buildings hit by pluvial flooding is a key manifestation of this risk, giving rise to compensations for the 
induced physical damages and business interruptions. In this work, we establish a nationwide, building- 
specific risk score for water damage associated with pluvial flooding in Norway. We fit a generalised 
additive model that relates the number of water damages to a wide range of explanatory variables that can 
be categorised into building attributes, climatological variables, and topographical characteristics. The model 
assigns a risk score to every location in Norway, based on local topography and climate, which is not only 
useful for insurance companies but also for city planning. Combining our model with an ensemble of 
climate projections allows us to project the (spatially varying) impacts of climate change on the risk of 
pluvial flooding towards the middle and end of the 21st century.
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1 Introduction
A recent report by the World Meteorological Organization found that floods were the most com-
mon of weather-, climate-, and water-related disaster types recorded in the period 1970–2019 
(Douris et al., 2021). While single events of large fluvial (river) floods can cause damages worth 
billions of Euros (Barredo, 2007), a large proportion of overall flood damages is caused by pluvial 
flooding—surface water flooding resulting from heavy rainfall—due to the far greater reach of 
these events (Houston et al., 2011; Spekkers et al., 2011). For instance, Houston et al. (2011) as-
sess that around 2 million people in the UK are at risk from pluvial flooding. Pluvial floods are 
commonly considered an invisible hazard, as they can strike with little warning in areas with 
no recent record of flooding (Netzel et al., 2021), and the risk of pluvial flooding may increase 
in the future due to a combination of climate change, urbanisation and lack of investment in sewer 
and drainage infrastructure (Skougaard Kaspersen et al., 2017).

A building’s exposure to pluvial flood risk depends on a range of factors such as the building’s 
attributes, local weather, and topography. The extent to which these factors influence the risk ex-
posure is commonly assessed based on insurance claims data on reported flood damages, see 
Gradeci et al. (2019) for a systematic review of the use of insurance claims data in analysing pluvial 
flood events. A critical challenge when assessing flood impact is the lack of good quality flood im-
pact data (Hammond et al., 2015). One specific challenge is that insurance claims data may not 
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separate between fluvial and pluvial flood damage (Bernet et al., 2017). In Norway, however, flu-
vial flood damage is covered by a compulsory natural perils insurance linked to fire insurance and 
managed by the Norwegian Natural Perils Pool, while pluvial flood and other rainfall-induced 
damage is covered by a private insurance and managed directly by the primary insurer. In the fol-
lowing, we do not separate between pluvial flood and other rainfall-induced damage, and, for sim-
plicity, we refer to these as water damages.

The study of water damage and its relationship to meteorological, hydrological and topographical 
variables is nicely summarised in Lyubchich et al. (2019), and Gradeci et al. (2019). A commonality 
among these studies is that the number of claims and the claim size is aggregated in space [see Table 6 
in Gradeci et al. (2019) and Table 3 in Lyubchich et al. (2019)], for example at the level of munici-
pality or postal code. Many papers also model daily claim frequency or severity and use meteoro-
logical and hydrological variables that are associated with the specific daily event, see for 
example Spekkers et al. (2014) and Haug et al. (2011). For assessing the risk of specific buildings, 
or risk on an annual basis (for example, for pricing) there are two drawbacks of using a daily model 
on spatially aggregated data. Firstly, spatially aggregated data disguise building-specific informa-
tion, which makes it hard to assess the risk of a specific building at a specific location. Variables 
such as topographical indices that are available at a high spatial resolution will also lose their accur-
acy and thus potentially explanatory power if spatially aggregated. A second challenge of a daily 
model that uses daily weather variables is that predicting future claims beyond approximately 
two weeks is challenging due to the high uncertainty of possible weather outcomes and a lack of 
skilful long-range weather predictions for this time resolution (van Straaten et al., 2020).

The goal of this study is twofold. Our first goal is to provide an estimation of current, or near- 
term, water damage risk for any building or potential building site in Norway. Our second goal 
is to project potential changes in water damage risk in a future climate. To this aim, we employ de-
tailed topographical information at a 20 × 20 m resolution over Norway and a more general quar-
terly summary of local weather statistics as detailed information of future weather is unlikely to be 
robustly projected for a future climate. Insurance data from the insurance company Gjensidige, in-
cluding information on building attributes—to account for building-specific risk—and reported 
water damages are available for 729,031 unique locations in Norway within the time period 
2009–2021. These data cover approximately a quarter of the national market. The output of our 
analysis is the risk of water damages for a property located anywhere in Norway. Here, we compare 
the use of a generalised additive model with either a Poisson or a negative binomial likelihood. The 
parametric structure of the models is such that the individual risk components related to topog-
raphy, weather, and building characteristics can be extracted and assessed individually or combined.

2 Data
Our model incorporates several different data sets. Claims data from the insurance company 
Gjensidige are combined with topography data derived from a digital elevation model (DEM) 
and historical meteorological data provided by the Norwegian Meteorological Institute. 
Moreover, regional climate projections provided by the EURO-CORDEX initiative are used to 
project claim frequency for future climate scenarios. A brief description of these data sets follows.

2.1 Insurance data
The insurance data were provided by the Norwegian insurance company Gjensidige and contain 
customer information from 1 January 2009 to 23 April 2021. The data set contains insurance infor-
mation for private houses, apartments, cabins, agricultural, and industrial buildings, as well as 
apartment complexes with a single coverage for the entire complex, located in Norway. For each 
insured property, we have information on the exact location, the insurance period, the value of 
the property, whether the building is used as a rental property and building characteristics such 
as size, age, type of roof and whether the building has a basement. In our analysis every building 
with its unique combination of characteristics constitute one observation. Modification of any prop-
erty attribute, e.g. its size, over the building’s insurance period gives rise to separate observations 
with associated coverage lengths. The data set includes 32,534 water damage claims, corrsponding 
to an average of 0.007 claims per insured year. Overall, the buildings in the data set have between 0 
and 15 claims. Out of 1, 740, 915 observations, 1, 712, 157 (99.5%) contain zero claims.
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2.2 Topography data
Topographical information is obtained from the Norwegian Mapping Authority’s DEM cor-
responding to the bare-Earth surface where all natural and built features are removed. The 
DEM is generated from data primarily collected via airborne laser-scanning equipment and 
organises 10 m gridded elevation data into non-overlapping 50 km square blocks. Rather 
than constructing one huge national data set, we assemble blocks into regional rectangles 
of manageable size, where each region typically covers 1–3 counties (there are a total of 11 
counties in Norway). The rectangular area is chosen large enough so that it encompasses 
the full hydrological catchment area for every single location within any of the counties 
that it represents. To further facilitate processing of the regional DEM data, a coarser spatial 
resolution of 20 m is established by averaging the elevation of the four 10 m cells underlying 
every 20 m cell.

From the 20 m gridded and regionalised DEM data, three topographical indices of particular 
interest to precipitation-induced damage are calculated: Height Above Nearest Drainage 
(HAND) (Nobre et al., 2011), which specifies for each grid cell in the DEM the relative elevation 
between the cell and the nearest waterway cell (for example, river or ocean) that it drains into. One 
interpretation of the HAND index is that it judges the risk of a DEM cell being affected if its as-
sociated waterway overruns its banks. The second index is the slope, β, of a DEM cell which spe-
cifies the local angle of inclination in the water flow direction out of the cell and measures the 
capability that a grid cell has to drain water away. A similar concept that also takes into account 
the amount of water potentially flowing into the DEM cell is the Topographical Wetness Index 
(TWI) developed by Beven and Kirkby (1979). This is defined as TWI = log (a/ tan (β)), where a 
is the size of the upslope contributing area and β is the slope. Grid cells with a high TWI therefore 
indicate locally flat terrain or a large upslope area, both of which increase the likelihood of accu-
mulating water.

2.3 Meteorological data
Historical meteorological information is derived from the gridded data product seNorge ver-
sion 2018 (Lussana, 2020). Using statistical interpolation of station observations, seNorge 
contains estimates of daily near-surface air temperature and precipitation on a grid with reso-
lution 1 km covering all of Norway from 1957 to the present day. The seNorge data set is used 
to derive climatological indices on the same resolution, defined as quarterly means of daily 
temperature and precipitation for the time period 1991–2020. In addition to these climato-
logical indices, several alternative climatological indices were considered in an explorative 
stage of our research. This included high empirical quantiles of the quarterly distributions 
of daily temperature, daily precipitation, and multi-day precipitation as well as high return pe-
riod values from intensity–duration–frequency curves for daily precipitation. However, as these 
did not improve the predictive performance of our models and yielded less interpretable models, 
we have chosen to focus on the quarterly means of precipitation and temperature, which are more 
robust climatological indices.

2.4 Climate projections
Projections of the climatological indices for a future climate are provided by the EURO-CORDEX 
initiative (Jacob et al., 2020). EURO-CORDEX provides a multi-model ensemble of regional cli-
mate projections for Europe at a spatial resolution of 12 km, obtained by running a limited-area 
regional climate model (RCM) using the output of a global general circulation model (GCM) as 
boundary conditions. In addition, the RCM output has been bias-corrected using a cumulative dis-
tribution function transformation (Michelangeli et al., 2009; Vrac et al., 2012) or distribution- 
based scaling (Yang et al., 2010), using data from the regional reanalysis MESAN (Häggmark 
et al., 2000; Landelius et al., 2016) or the observation-based gridded data product E-OBS 
(Cornes et al., 2018) as calibration data.

Specifically, we consider 12 different combinations of GCMs, RCMs, and bias-correction ap-
proaches, as listed in Table 1. This multi-model ensemble of climate projections includes two dif-
ferent GCMs (EC-EARTH Hazeleger et al., 2012 and MPI-ESM-LR Giorgetta et al., 2013), four 
different RCMs (CCLM4-8-17, HIRHAM5, RACMO22E, and RCA4, see Jacob et al., 2014 for 
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details), as well as three different versions of the bias-correction approaches described above. 
Considering such a variety of combinations helps us better account for the uncertainties associated 
with each layer of modelling. Additionally, we consider two representative carbon pathways 
(RCPs): RCP 4.5 is an intermediate scenario where emissions peak around 2040 and decline after-
wards, while RCP 8.5 presents a worst-case scenario where emissions continue to rise throughout 
the entire 21st century (Jacob et al., 2014).

An ensemble of future climatological indices for two future periods, 2031–2060 and 2071– 
2100, are obtained by calculating the projected differences of the climatological index between 
the future period and the historical period 1991–2020 from each climate model. These projected 
differences are then added to the historical index, derived from the seNorge data. Considering dif-
ferences rather than absolute projections removes potential (constant) biases of the climate mod-
els. The projected future indices are therefore derived on the high-resolution spatial scale of 1 km 
provided by seNorge, but for all grid cells lying within the same 12 × 12 km RCM grid cell the 
same changes apply.

3 Methods
3.1 Statistical modelling framework
The aim of the statistical modelling is to predict the number of claims, Ni, for contract i. To this 
aim, we model the distribution of Ni as a function of various covariates and use the length of the 
contract, li, as offset. Our covariates can be grouped in four separate classes: (1) property-specific 
characteristics, (2) topographical information at the property location, (3) climatological informa-
tion at the property location, and (4) a fixed effect of which county the property is located in and a 
random effect over municipalities to increase the flexibility of the model. This way, municipalities 
with little information get regularised towards the mean of the county, which is important since 
many municipalities contain only few observations. Currently, there are 11 counties and 356 mu-
nicipalities in Norway.

For the climatological indices, we compare annual models based on annual averages of precipi-
tation and surface temperature to quarterly models based on quarterly averages. For the latter, 
each contract i is split into (up to) four sub-contracts. For example, a contract from 1 January 
2019 to 20 January 2020 would be split into four contracts, accounting for the respective overlaps: 
a contract of 3 months and 20 days in quarter 1 (Q1), and three contracts of 3 months each in Q2–Q4. 
The claims of the original contract are then assigned to the sub-contracts of the appropriate quarter. 
This increases the temporal resolution of the climate statistics, enabling the model to pick up on 

Table 1. Overview of the EURO-CORDEX climate projection ensemble used in this paper

GCM RCM Bias-correction method

1 EC-EARTH CCLM4-8-17 CDFT22s-MESAN-1989–2005

2 EC-EARTH CCLM4-8-17 DBS45-MESAN-1989–2010

3 EC-EARTH HIRHAM5 CDFT22s-MESAN-1989–2005

4 EC-EARTH HIRHAM5 DBS45-MESAN-1989–2010

5 EC-EARTH HIRHAM5 CDFt-EOBS10-1971–2005

6 EC-EARTH RACMO22E CDFT22s-MESAN-1989–2005

7 EC-EARTH RACMO22E CDFt-EOBS10-1971–2005

8 EC-EARTH RCA4 DBS45-MESAN-1989–2010

9 MPI-ESM-LR CCLM4-8-17 CDFT22s-MESAN-1989–2005

10 MPI-ESM-LR CCLM4-8-17 DBS45-MESAN-1989–2010

11 MPI-ESM-LR RCA4 CDFT22s-MESAN-1989–2005

12 MPI-ESM-LR RCA4 DBS45-MESAN-1989–2010

Note. For each ensemble member, the general circulation model (GCM), the regional climate model (RCM), and the 
bias-correction method (combination of method, data product, and data period) is listed.
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quarterly differences in claims connected to seasonal differences in weather. Note that we estimate a 
single model over all quarters. That is, we assume the same effect of the climate statistics throughout 
the year, only their value may vary by season.

For the distribution of Ni, we compare a Poisson and a negative binomial model, denoted by 
Ni ∼ Po(μi) and Ni ∼ NB(μi, θ), respectively. For both distributions, μi is the expected number 
of claims for the ith contract. While the distribution of the Poisson model is fully determined by 
its mean, the negative binomial model has an additional parameter θ, specified by 
Var(Ni) = μi + μ2

i /θ. In particular, the negative binomial model exhibits larger variance than the 
Poisson model, and the parameter θ controls for overdispersion.

For both models we employ a generalised additive model (GAM; Hastie & Tibshirani, 1990). 
This allows for non-linear relationships between the covariates and the number of claims without 
needing to specify the functional form of these relationships, while still being highly interpretable. 
The interpretability aspect is crucial for understanding and explaining the risk structure to both 
potential insurance holders and decision-makers in the context of climate change adaptation. 
We use a logarithmic link function, such that the relationship between the expected number of 
claims and the available covariates is specified by

log μi = zT
i γ +

J

j=1

fj(xij) + uR[i] + log (li) + log (vi). (1) 

Here, zT
i represents the vector of categorical variables for contract i with parameter vector γ 

and fj represents a smooth function modelling the effect of the jth continuous covariate xij. 
The variable uR[i] is a random effect assigned to each policy i belonging to municipality R[i] ∈ 
{1, . . . , K} with K = 355 in the current setting as one municipality has no weather data avail-
able. The variables li and vi represent the length of the ith contract and the value of the build-
ing, respectively, which are used as offsets in our model. The final model contains five discrete 
and J = 7 continuous covariates. The discrete variables include a fixed effect for the county and 
are otherwise property specific, e.g. whether a property has a basement and the quality of the 
building. The continuous variables include climatological, topographical, and property- 
specific covariates, see Section 4.1 for details.

We assume that the effects, u1, . . . , uK, for all municipalities are independent and normally dis-
tributed with a common variance σ2

u, that is, uk ∼iid N(0, σ2
u). Normally distributed random effects fit 

nicely into the GAM framework, as they can be expressed as a smooth spline with a penalty matrix 
equal the identity matrix. They can therefore be estimated simultaneously with the smooth splines 
in equation (1) (Wood, 2017). The offset log (li) accounts for the increase in expected claims over 
time as long as the contract is active. The use of the property value, vi, as offset is convenient in 
insurance risk modelling, where it is more natural to model the number of claims per time and in-
sured value, which is more closely connected to the expected payout. Since it would be unreason-
able to assume μi to increase linearly in vi, we additionally consider vi as a property-specific 
covariate.

Each fj is represented as a weighted sum of basis functions,

fj(xij) =
K

k=1

β jkb jk(xij), 

where the β jk are unknown parameters to be estimated from the data, and b j1, . . . , b jK are 
known basis functions, here given by the truncated thin plate regression basis (Wood, 
2003). It should be noted that, specifically for precipitation, a natural alternative to the trun-
cated thin plate basis would be a spline basis that enforces monotonicity, see Meyer (2018). 
This would ensure that the risk of water damage increases in the precipitation amount. This 
methodology has been investigated using the package cgam (Liao & Meyer, 2019), but is 
too computationally demanding given the size of our data and does, moreover, not support 
the negative binomial distribution.
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3.2 Risk assessment
We define the risk of the ith contract as ri := μi

livi
, that is, the expected number of claims per year and 

value of insured property. The structure of the GAM facilitates that the risk ri can be decomposed 
into the product of partial risks corresponding to different groups of covariates. For example, the 
non-standardised climatological risk for the ith contract is defined as

log r̃clim
i :=



j∈clim

fj(xij), 

where the sum runs over the climatological covariates only (i.e. average precipitation and surface 
temperature). The partial climatological risk is then obtained by standardisation

r̃clim
i : =

r̃clim
i

1
N

N
l=1 r̃clim

l

, (2) 

where the average in the denominator is taken with respect to all contracts. This standardisation 
achieves that the average climatological risk equals 1, making it easy to see whether a given con-
tract has above- or below-average risk due to local climatology. Similarly, we can define the partial 
topographical risk rtopo

i and the partial building-specific risk rb−s
i , by restricting the right-hand side 

of equation (1) to only the summands corresponding to covariates of these groups. The covariates 
not belonging to either of these three groups are the county fixed effect and the municipiality ran-
dom effect, which we group into the partial regional risk rreg

i . This yields a complete decomposition 
of the total risk of the ith contract as

ri = r0rclim
i rtopo

i rb−s
i rreg

i , where r0 :=
1
N

N

l=1

r̃clim
l

 

. . .
1
N

N

l=1

r̃reg
l

 

.

This decomposition facilitates interpretation of the results. The factor r0 is the same for all con-
tracts and, therefore, represents base risk. Each of the four other factors averages to 1, making 
it easy to identify prevailing risk drivers (or risk reductors) for a specific property. The decompos-
ition also allows visualisation of spatially varying risk, by plotting maps of the partial risks, see 
Section 4.2. Note that, after fitting a model, these risk factors can be calculated for all locations 
for which the corresponding covariate information is available yielding national risk maps.

3.3 Inference
In order to avoid overfitting, we employ a penalised log-likelihood given by

l(ϕ) −
1
2

J+1

j=1

λjβT
j Sjβj, (3) 

where l(ϕ) is the log-likelihood, ϕ = (γ, β) are the model parameters, λ = (λ1, . . . , λJ, λu) are the 
smoothing parameters controlling the smoothness of the fjs and the precision (1/σu) of the random 
effect, and Sj is a matrix where the klth element equals ∫ b′′jk(x)b′′jl(x) dx. The model parameters and 
smoothing parameters are estimated in two steps. First, equation (3) is optimised w.r.t ϕ holding λ 
fixed using penalised iteratively reweighted least square (PIRLS). Second, the smoothing parame-
ters are estimated using Laplace approximated restricted maximum likelihood, holding ϕ fixed. 
For the negative binomial model, the dispersion parameter θ is estimated alongside the smoothing 
parameters.

All computations are performed with R version 4.0.5 (R Core Team, 2021) using the package 
mgcv version 1.8-26 (Wood, 2011) for parameter estimation of the GAMs. As our data set con-
tains millions of observations and hundreds of covariates (when all levels are one-hot encoded), we 
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use the methodology proposed for large data sets in Wood et al. (2017), Wood et al. (2014), and Li 
and Wood (2020), as implemented in the bam function in mgcv.

3.4 Model evaluation
We evaluate and compare competing models using two proper scoring rules (Gneiting & Raftery, 
2007), the mean square error (MSE) and the Brier score (Brier, 1950), where a smaller value equals 
a better performance.

The MSE is defined as

MSE :=
1
N

N

i=1

1
li

(Ni − μ̂i)
2, 

where Ni is the observed number of claims for the ith contract, li is the length of the contract (in 
years), and μ̂i is the predicted expected number of claims for Ni. The scaling factor 1li counteracts 
the fact that the variance of Ni grows with the length of the contract. It can be shown that under 
this scaling, the rank of competing models is equal for different time units in the contract length.

The distribution of the claims data is heavily skewed. While for the vast majority of contracts we 
have Ni = 0, the data also contains many contracts with two or more claims, some contracts even 
reaching more than 10 claims. The MSE is sensitive to such outliers (Thorarinsdottir & Schuhen, 
2018), and an evaluation using the MSE therefore puts specific emphasis on the predictive per-
formance for these outliers. To complement the picture, we therefore consider the Brier score as 
a second performance metric. Specifically, we consider the mean Brier score for the event of ob-
serving at least one claim,

BS :=
1
N

N

i=1

(1{Ni ≥ 1} − p̂i)
2, 

where 1 denotes the indicator function and p̂i is the predicted probability that the ith contract files 
at least one claim. This metric is insensitive to outliers and shifts the focus to predicting whether a 
given house will have a claim or not.

3.5 Model selection methodology
For assessing out-of-sample predictive performance, we perform a 10-fold cross-validation where 
10% of the contracts are removed at random during model fitting, and the fitted model is used to 
predict the claims for the withheld 10%. This process is repeated 10 times with each contract left 
out exactly once during the model training.

We compare using either a Poisson or a negative binomial target distribution for the regression 
model as well as four alternative configurations of the regression model in equation (1). The sim-
plest baseline model includes only building-specific covariates. Additionally, we consider a model 
including topographical indices (TWI, slope, and HAND), a model including climatological indi-
ces (mean temperature and mean precipitation) and a model including both topographical and cli-
matological indices.

For the climatological information, we consider both a quarterly and an annual model as dis-
cussed in Section 3.1 above. The splitting into quarterly sub-contracts results in a different set 
of contracts than for an annual model, which makes it difficult to directly compare the MSE 
and the Brier score for these models. We address this by reversing the quarterly split before evalu-
ation. Specifically, for the quarterly model, the ith contract is split into (up to) four contracts 
i1, . . . , i4 during fitting, with corresponding numbers of claims Ni1 , . . . , Ni4 . After fitting the mod-
el, we obtain four different predicted means μ̂i1 , . . . , μ̂i4 . For evaluation, we recompute μ̂i = μ̂i1 + 
. . . + μ̂i4 

and consider this quantity a prediction for Ni. Similarly, for the Brier score we obtain four 
probabilities p̂i1 , . . . , p̂i4 

and can retrieve p̂i as p̂i = 1 −
4

j=1 (1 − p̂ij ), assuming conditional in-
dependence of the number of claims across different quarters.
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Under the Poisson model, the sum of the four quarterly predictions is again Poisson distributed. 
The only difference is that the quarterly model resolves seasonal variation in the climatological in-
dices. However, for the negative binomial model, a change in model resolution yields a different 
model distribution (Diggle & Milne, 1983), so that the annualised quarterly model is not directly 
comparable to the annual model.

3.6 Model diagnostic
After selecting a model as described above, we assess the fit of the final model using conditional ex-
pectation diagrams. Such diagrams are obtained by sorting the prediction–observation pairs 
(Ni, μi)i=1,...,n by their predicted expectation μi, and thereafter dividing into k sub-groups of equal 
size. The conditional expectation diagram then plots a single point for each group, its x-coordinate 
being the mean predicted expectation, or mean μi, for the group and its y-coordinate being the 
mean conditional expectation, or mean Ni, for the group. Since the predictions were sorted before 
grouping, the predicted expectation gradually increases in the group index from 1 to k. For example, 
the point with the highest x-value corresponds to the group of n/k highest predicted risks. For a per-
fectly calibrated prediction model, the k points are located on or near the diagonal. Systematic devia-
tions from the diagonal reveal conditional biases of the predictive model, see Section 4.1 for details. 
These diagrams constitute a straightforward generalisation of reliability diagrams which are widely 
used as a diagnostic tool for prediction of categorical variables, see Wilks (2011).

4 Results
Here, we present the results of our analysis of Norwegian water damage data. In a cross-validation 
study, we compare risk assessment models with different sets of covariates at two temporal reso-
lutions and under two different distributional assumptions. We then present estimates of annual 
water damage risk under current and future climate.

4.1 Model selection
Figure 1 shows the out-of-sample predictive performance of 16 different risk assessment models 
based on a cross-validation study, where the models differ in distributional assumptions, covariate 
selection, and temporal resolution. A baseline model that only includes property-specific informa-
tion is outperformed by models that include topographical and/or climatological variables. 
Further, as expected, including topographical information with high spatial precision gives a 
greater improvement in performance than including more general climatological information. 
Concerning model distribution, we see clear improvement in performance for the negative bino-
mial model if the estimation is performed at a quarterly temporal resolution, even for the baseline 
model where all the covariates are identical. In the negative binomial model, the mean and the θ 
parameter are estimated jointly, and there is a non-linear relationship between the mean and the 
variance. If the estimation is performed at a quarterly time resolution, the variance of the resulting 
annualised model tends to be smaller than that of the original annual model. This, in turn, affects 
the mean estimate and leads to slightly larger annual mean estimates, in particular for contracts 
with large expected number of claims. Consequently, the predictive errors are smaller for these 
contracts yielding an overall smaller MSE.

While proper scoring rules favour the true data generating process by construction, they may evalu-
ate different aspects of competing models and thus not always yield identical rankings when none of 
the models represent the true data generating process. The best performance of each distributional 
model is obtained when both topographical and climatological information is included in the model. 
However, the model rankings for this setting are not consistent across the two types of evaluation in 
Figure 1. The quarterly Poisson model ranks first under MSE and third under the Brier score, while the 
quarterly negative binomial model ranks second under MSE and first under the Brier score. As the 
overall highest ranked model, we continue our analysis with the negative binomial model estimated 
on a quarterly basis with both topographical and climatological covariates.

Risk models for the insurance industry are often perceived as not performing particularly well at 
predicting high numbers of claims, see Scheel et al. (2013) for an example. In our case, out of the 
6 million contracts, 99.5% have zero claims and 138 contracts have between 3 and 7 claims. The 
mean predicted number of claims for these extreme observations is 0.192, due to many 
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observations with similar covariate values having zero claims. While this is substantially higher 
than the overall mean of 0.005, it nevertheless seems like a gross underestimation. For the most 
extreme observation with 7 claims the model predicts a chance of just under 0.05% of observing 
7 or more claims, and similarly small probabilities are achieved for almost all observations with 3 
or more claims. Unintuitively, however, this does not indicate a bad predictive fit in the context of 
the full data set. In fact, out of 6 million observed contracts, roughly 3000 contracts should fall 
above the 99.95th percentile of their predictive distribution. This highlights the importance of per-
ceiving the predictions as probabilistic, rather than expecting the mean of the prediction to be al-
ways close to the observed number of contracts.

In order to avoid this fallacy associated with evaluating predictive performance of a model based 
on only the most extreme observations (Lerch et al., 2017), we consider conditional expectation 
diagrams. Figure 2 shows out-of-sample conditional expectation diagrams for this model. Here, 
we consider the contracts on the quarterly time resolution, which results in roughly 6 million con-
tracts. The left diagram considers k = 100 sub-groups with 60,000 values in each. We observe an 
overall very good fit of the model. The right diagram considers only the 100,000 contracts with the 
highest predicted number of claims. That is, it considers the contracts approximately correspond-
ing to the two rightmost points in the left diagram. The diagrams show that, even for the high-risk 
customers, the model is well calibrated and does not exhibit conditional bias. The shown diagrams 
are constructed from the cross-validation results and therefore assess the model fit out-of-sample, 
as is appropriate for our prediction setting.

Figure 3 shows the estimated effect of the topographical and climatological covariates for the 
quarterly negative binomial model. Specifically, we show the multiplicative effect of these varia-
bles by taking the exponential of the additive effect. All response panels share the same scale 
for the y-axis, but the range is suppressed to prevent adaptation of the fitted model by direct com-
petitors of Gjensidige. The top row shows the effect of the three topographical indices. The TWI 
has a clear linear effect. The higher the wetness index the higher the expected number of claims. 
The effect of the slope index is shaped as a parabola with a minimum at approximately 10 degrees 
and a higher risk for both a lower and a higher slope. The effect of the slope index is difficult to 
interpret independently of the TWI which directly depends on the slope. The estimated spline 
for slope having a clearly pronounced shape gives evidence that information is added by consid-
ering both variables. The HAND index has the largest effect when its value is between 0 and 100  
m. This is intuitive since, at a certain point, it becomes irrelevant to move even higher above the 
nearest drainage point. The effect of precipitation is clearly non-linear; for low values the effect 
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Figure 1. Comparison of models for water damage risk in Norway under a Poisson and a negative binomial 
likelihood with property-specific covariates only (baseline), additional climatological or topographical information, or 
both. Annual risk is estimated based on four quarterly models, or a single annual model. We assess predicted 
number of annual damage claims using MSE (left) and predicted probability of seeing one or more claims per year 
using the Brier score (right). Scores are given as mean scores over a 10-fold cross-validation of the entire data set.
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is flat, then close to linear between 3 and 9 mm of average daily precipitation in a quarter. The 
decreasing effect for precipitation values above 9 mm is somewhat counterintuitive and might 
be the result of little data in the upper tail, or signal a localised adaptation to current climate in 
very wet areas. For temperature, the effect is small for average quarterly temperature of less 
than 10◦C, while it is highly non-linear for higher values. See Section 5 for a further discussion 
of the climatological effects. Lastly, we show a QQ-plot of the random effect of municipality 
which shows that the Gaussian assumption is fulfilled.

During model selection, we also investigated various subsets of property attributes for the build-
ing risk component. Of the considered building characteristics, only the variable ‘type of roof’ did 
not yield predictive power and was removed from the analysis. A basement variable is highly sig-
nificant, properties with basement exhibiting a substantially higher risk than those without. 
Moreover, privately inhabited properties such as houses and cabins are at a higher risk of experi-
encing water damage than industrial or agricultural buildings by approximately an order of mag-
nitude. Finally, the risk contribution from the construction year peaks in the early 1960s. This 
indicates both that building regulations have improved and that older properties are well capable 
of withstanding today’s climatic exposure.

4.2 Risk assessment for a stationary climate
As described in Section 3.2, we can decompose our model into several risk factors, corresponding to 
the groups of covariates. In particular, the model assigns a specific topographical risk rtopo

i and a spe-
cific climatological risk rclim

i to each contract, see equation (2). These factors depend only on the lo-
cation and not on any contract-specific characteristics. They can therefore be calculated for any 
location for which topographical/climatological indices are available. Figure 4 shows maps of the cor-
responding sub-risks, as well as a combined map showing the product rtopo

i rclim
i for two example areas 

of 60 × 60 km, around the Norwegian cities of Bergen and Tromsø  that obtain different risk profiles. 
The greater Bergen area, famous for heavy rainfall, gets assigned an above-average (that is, >1) clima-
tological risk, resulting in an above average combined risk. For Tromsø, the climatological risk and 
subsequently the combined risk is more varied within the considered region.

4.3 Projected risk development due to climate change
We employ 12 regional climate projections under both RCP 4.5 and 8.5 for the two future periods 
2031–2060 and 2071–2100 in order to assess risk development due to climate change. It can be 
observed in Figure 3 that the estimated splines for the climatological variables exhibit implausible 
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Figure 2. Conditional expectation diagrams for the quarterly negative binomial model using both topographic and 
climatological covariates. The right-hand side diagram is constructed from the 100,000 contracts with the highest 
predicted number of claims μi .
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behaviour towards the tail of the distribution of the training data. For example, the spline for aver-
age daily precipitation decreases starting at 9.5 mm/day. Simultaneously, the uncertainty of the 
spline increases dramatically, suggesting that this effect likely constitutes an artefact of the statis-
tical model rather than reflecting a causal relationship. This does not have much effect for the risk 
assessment in the current climate, since only few data points are located within the affected range. 
In climate projections for future time periods, however, the distribution of the climatological var-
iables is shifted. As a result, the tail estimates of the splines can have much higher impact. To coun-
teract an implausible extrapolation of the model beyond the range of the training data, we 
regularise the model by freezing the two climatological splines before the 1st percentile and past 
the 99th percentile of the training data, indicated as vertical dotted lines in Figure 3. This extrapo-
lation issue and associated model assumptions are further discussed in Section 5.

To visualise future projected changes in risk, we consider the ratio of future and present clima-
tological risk factors. Figure 5 shows the 10th, 50th, and 90th percentile of projected risk ratios 
based on the 12 different climate models. The projections show a significant increase in risk for 
the west coast up to and including the Lofoten archipelago, as well as for the southeastern part 
of the country around the capital, Oslo. Towards the end of the century, both RCP scenarios pro-
ject large areas with increased risk of 25% and higher. Under RCP 8.5, an increase of more than 
35% is projected for some areas. None of the considered scenarios project a decrease in risk for 
any part of the country.

The maps shown in Figure 5 are exclusively based on the projected changes in mean quarterly 
precipitation and surface temperature. Alternatively, we can use our full model to project the 
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Figure 3. Multiplicative response effects of topographical (first row) and climatological (second row) covariates on 
water damage risk under the quarterly negative binomial model indicated by the mean effect (solid line) with a 95% 
confidence band (dashed lines), all on a joint y-axis scale. In-sample covariate values are indicated by black tick marks 
along the x-axes. For temperature and precipitation, dotted vertical lines show the 1st and 99th percentile, cf. 
Section 4.3. Bottom right: QQ-plot of the municipality random effect.
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change in number of claims per municipality. These projections incorporate topography and 
building-specific characteristics of the contracts within each municipality and are thus more dir-
ectly connected to Gjensidige’s portfolio. The resulting projections are shown in Figure 6. These 
overall ratios are somewhat higher than for the climatological risk in Figure 5, in that a larger over-
all area has a projected relative change of more than 15% in Figure 6 compared to Figure 5. This 
effect can partly be explained by the uneven spatial distribution of buildings within the considered 
municipalities: The majority of Norway’s population lives in coastal areas, where a higher increase 
of risk is expected according to Figure 5.

Figure 7 shows densities of projected relative climatological risk factors across all grid cells cov-
ering Norway for the different climate model configurations. The figure shows that these marginal 
distributions are rather similar between the different climate models for each projection period 
and RCP scenario. All densities for the future period 2031–2060 as well as densities for 2071– 
2100 under RCP 4.5 have a mode within the interval [1, 1.05], while the projections for 2071– 
2100 under RCP 8.5 are more diffuse with modes within the interval [1, 1.3]. Furthermore, the 
densities are skewed with a heavy upper tail and an increasing skewness for a more pessimistic 
RCP and/or a time period further in the future.

We compare our findings to the results of Haug et al. (2011), who modelled the number of 
claims on the level of municipalities at a daily temporal resolution. That is, they consider a spatial-
ly aggregated insurance portfolio and meteorological information at a higher temporal resolution 
compared to our analysis. This renders use of building-specific covariates impossible, and even if 
they include hydrological variables like runoff, they do not use topography in their model. Further, 
Haug et al. (2011) consider a single climate model and are thus only able to capture model uncer-
tainty and not uncertainty due to differences between different climate models. We extend this by 
considering both uncertainty in model parameters and variability resulting from different climate 
model configurations (see Table 1). In Figure 8, we show projected future change in the number of 
claims for three counties considered in Haug et al. (2011).1

Figure 4. Climatological, topographical, and combined risk factor for the greater Bergen area (top row) and greater 
Tromsø area (bottom row), see the small maps on the right-hand side for the location of Bergen and Tromsø, 
respectively. The colourscale is centred at white, corresponding to the average risk, with below-average risk in blue 
and above-average risk in red.

1 Haug et al. (2011) compare Akershus, Buskerud, and Hordaland, counties that no longer exist due to a restructur-
ing of counties in 2020. For comparison, we derive predictions for these old counties by averaging predictions for all 
properties lying within the old county borders.
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Figure 8 displays the point estimate and approximate 95% confidence intervals for the ratio of 
expected number of claims in the historical time period compared to 2071–2100. The estimates 
are based on 50 simulations from a multivariate normal approximation of the posterior distribu-
tion of the model parameters. For all counties the variation between the climate model configura-
tions is greater than the variation due to parameter uncertainty, showing that this is an essential 
part of the overall uncertainty quantification. Our results are not directly comparable to those 
in Haug et al. (2011) as they use different climate models, emission scenarios, statistical models, 
and reference period, but some comments are justified. While our projected ratios for Akershus are 
approximately the same on average as the results reported in Haug et al. (2011), Buskerud, and 

Figure 5. Ratio of projected future climatological risk for 2031–2060 (top) and 2071–2100 (bottom), and historical 
1991–2020 climatological risk, see Section 3.2 for a definition. Each column shows pointwise 10th, 50th, and 90th 
percentiles of the probabilistic projections based on 12 climate models.
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especially Hordaland, have significantly higher projected ratios in the current setting than previ-
ously reported.

5 Discussion
The projection of water damage risk to a future climate involves extrapolating the model in equa-
tion (3) beyond the range of the climatological indices for the reference period 1991–2020. 

Figure 6. Projected relative change in number of claims for all municipalities in Norway based on climate projections 
for 2031–2060 (top) and 2071–2100 (bottom) relative to estimates for 2009–2021 based on 1991–2020 climatology. 
For each future period, the first row is based on climate projections under RCP 4.5 and the second row under RCP 
8.5. The columns shows the 10th, 50th, and the 90th percentile (for each municipality) based on 12 climate models.
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As Norwegian climate is expected to get warmer and wetter (Hanssen-Bauer et al., 2009), the ex-
trapolation primarily involves an extrapolation beyond the upper limit of the in-sample values, see 
Figure 3. The projections presented in Section 4.3 are based on splines truncated at the 1st and 
99th percentile of the in-sample distribution of covariate values. In order to assess the effect of 
this modelling choice, we have also formed water damage risk projections using a linear model 
for the climatological covariate effect applied with or without truncation, as well as models 
that only use a precipitation index rather than both precipitation and temperature indices. A mod-
el comparison is shown in Figure 9. Figure 9 shows that the modelling choice presented in Section 
4.3 is the least conservative of the considered options. In particular, we see that the projected in-
crease in water damage risk is, to a large extent, driven by the inclusion of a temperature index. 
However, a comparison of the predictive performance of these models in the current climate 
through a cross-validation study as presented in Section 4.1 shows that the non-linear splines 
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with both temperature- and precipitation-based indices significantly outperforms the other mod-
elling options (results not shown).

In Figure 3, we see a steep increase in the spline for high temperatures. Physically, there is no 
immediate explanation why high temperatures should generate more claims. Thus, these temper-
atures most likely act as a proxy for some other phenomenon expressed in the data. One hypoth-
esis would be that high surface temperatures are associated with more frequent cloud bursts 
typically seen during the warm season and in particular on hot days (local, convective precipita-
tion). In urban areas, such events are known to bring potential risk of vast water damage due 
to a high proportion of non-porous surfaces, often in combination with limited capacity of the 
sewer system. Claims generated from such conditions will possibly ascribe high values of the tem-
perature variable as the key source for their occurrence. Rural areas also experience hot days with 
cloud bursts, on average to the same extent as urban areas. Buildings in rural areas are less vulner-
able to these events and, for these areas, we would expect the spline to have less of a steep increase 
for high temperatures. However, as the majority of the buildings in the insurance portfolio are sit-
uated in urban areas, the model estimates are formed primarily from the pattern of urban claims.

In a study of water damages in Switzerland, Bernet et al. (2019) show that critical thresholds for 
precipitation events vary substantially across complex terrain. The models presented in Section 3
assume that a certain level of quarterly precipitation and temperature has the same effect on dam-
age risk everywhere in Norway, cf. Figure 3. Similar to Switzerland, there are substantial country- 
wide differences in climate. In particular, the amount and type of precipitation observed along the 
west coast is quite different from that observed, e.g. in the Oslo region on the east side 
(Hanssen-Bauer et al., 2009). To account for this, building traditions and wastewater collection 
systems vary across the country. We thus investigated models with spatially varying effects of pre-
cipitation and temperature. However, we found that this added model complexity yields poorer 
predictive performance which we believe to be due to overfitting. The climatic variability (and 
its impact on building and infrastructure traditions) is one of several effects that are implicitly ac-
counted for by the county and municipality effects. Infrastructure adaptation to local climate 
might also partially explain why the response effect of precipitation is not monotonically increas-
ing, cf. Figure 3. It should be noted that future projections for risk are made conditional on the 
current infrastructure in each municipality or county.

The majority of studies that model the effect of weather on insurance risk consider spatially ag-
gregated claims data, see introduction for references. We take a different approach, modelling 
each property and location separately, but aggregating weather variables over longer time spans. 
This has the major advantage that it allows to incorporate building-specific covariates, such as 
whether the property has a basement or not. Moreover, a spatially disaggregated model is required 
to include the effect of local topography, since variables such as slope vary rapidly in space and 
quickly lose accuracy when they are spatially averaged. Our analysis shows that including both 
topographic and building-specific covariates substantially improves the predictive skill of the 
model. Moreover, risk models applied by insurance companies generally include building-specific 
information. This makes it challenging in practice to include information from spatially aggre-
gated models into operational risk models.

On the other hand, using temporally aggregated weather data comes with the disadvantage that 
the model cannot learn from clusters of claims that are associated with heavy rainfall events. 
However, the aggregation of weather data in time is appropriate for predicting changes in risk 
due to climate change. Climate models generally aim to project changes in the distribution of wea-
ther rather than to provide accurate predictions of daily future weather. We did explore models 
putting more emphasis on aggregate measures of weather extremes rather than average weather 
variables (results not shown). For example, we fitted models considering the 95th and 99th per-
centile of local rainfall. Such models generally did not perform better than models based on aver-
age precipitation. The likely reason is that such indices are generally strongly correlated with 
average precipitation (in our data correlations were typically around ρ ≈ 0.99).

During our research, we also experimented with models that neither aggregate in space nor time, 
i.e. targeting the binary response whether a claim happened for a specific property on a given day. 
While such models are in principle feasible for the data sets considered here, they are much more 
computationally costly. Moreover, the resulting models tended to be sensitive to outliers in the 
weather. This resulted in occasionally unreasonably high probabilities for a claim of 90% or 
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higher for single properties at days with extreme precipitation, in particular when future climate 
projections were considered.

6 Conclusions
This paper proposes a nationwide model for risk of rainfall-induced water damage in Norway. 
The model incorporates local topographical and climatological information as well as 
contract-specific property data. The overall risk assessment can be decomposed into several fac-
tors which, in particular, allows for the derivation of topographical and climatological risk 
maps covering the entire country. Climate projections yield projections for changes in water dam-
age risk in future decades due to climate change. Based on a multi-model ensemble of regional cli-
mate projections, we project a spatially varying increase in risk of as much as 25% for large areas 
towards the end of this century.

Insurance companies’ risk models materialise in tariffs that price the individual customer and 
the individual object. Historical damages and losses—including those caused by pluvial flood-
ing—form the basis for the tariffs, and trends together with knowledge of future changes make 
the tariffs predictive. The results of this study improve the pricing quality in multiple ways. 
Gjensidige will gain knowledge about future developments in the overall level of losses, the geo-
graphical loss distribution related to present and future climate and the risk level of individual 
buildings due to their location in the terrain. These are aspects that expand and challenge current 
risk assessment practice in the insurance sector. The model provides not only precise risk informa-
tion for Gjensidige’s existing customers but also any potential new object—built or planned—in 
Gjensidige’s future portfolio. All of this is crucial information for pricing according to risk at 
both portfolio and customer level.

Risk associated with climate and climate change plays a special role compared to other risks due 
to global efforts for climate change adaptation and mitigation. The risk models that have been de-
veloped here provide Gjensidige with a basis for redistribution of premiums at building level (top-
ography) and future redistribution and adaptation at geographical level. More importantly, the 
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Figure 9. Left: Densities of 90th percentile of relative change in number of claims due to climate change under RCP 
8.5 for the period 2071–2100 across all gridpoints in Norway. Right: Densities of 10th percentile of relative change in 
number of claims due to climate change under RCP 4.5 for the period 2031–2060 across all gridpoints in Norway. 
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new knowledge can be utilised to reduce risk for both municipalities and individual customers, 
supporting and furthering a sustainable business strategy. Municipalities can gain valuable in-
sights regarding investment priorities such as upgrades of sewerage networks or planning of 
new residential or commercial areas. Gjensidige will also seek to use the results to develop prevent-
ive measures that customers can implement themselves.

After an earlier trial period, Norwegian insurance companies will from 2022 provide claims 
data related to weather and climate to the Norwegian authorities. The purpose of this programme 
is for the municipalities to get an overview of areas with high-risk exposure so that measures can be 
taken where they are expected to have the greatest effect. The results of the current study provide 
valuable knowledge regarding expected future changes in this context. Models of the type pre-
sented here can help ensure that measures are prioritised to provide the greatest possible societal 
benefit, both by preventing economic and social costs and because every damage entails a CO2 

cost. The most effective climate change adaptation and mitigation strategy for an insurance com-
pany is to prevent damage occurrence.
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Abstract
Statistical extreme value models allow estimation of the frequency, magnitude, and spatio-temporal extent of 
extreme temperature events in the presence of climate change. Unfortunately, the assumptions of many 
standard methods are not valid for complex environmental data sets, with a realistic statistical model 
requiring appropriate incorporation of scientific context. We examine two case studies in which the 
application of routine extreme value methods result in inappropriate models and inaccurate predictions. In 
the first scenario, incorporating random effects reflects shifts in unobserved climatic drivers that led to 
record-breaking US temperatures in 2021, permitting greater accuracy in return period prediction. In 
scenario two, a Gaussian mixture model fit to ice surface temperatures in Greenland improves fit and 
predictive abilities, especially in the poorly-defined upper tail around 0◦C.
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1 Introduction
The roots of the statistical modelling of extreme events lie in the theoretical work of Von Mises 
(1936) and Gnedenko (1943) who sought to understand the asymptotic behaviour of sample max-
ima. From the 1950s, this probability theory began to be translated into the statistical modelling 
framework now known as the block maxima method (Gumbel, 1958). Both theory and modelling 
framework were later extended to a Peaks over threshold (PoT) approach (Davison & Smith, 1990; 
Pickands, 1975). It was recognized early on that both block maxima and PoT frameworks could 
make major contributions to the study of natural hazards, leading to a long-standing relationship 
with the environmental sciences and civil engineering. Specific application areas include hydrology 
(Jonathan & Ewans, 2013; Katz et al., 2002), air pollution (Eastoe & Tawn, 2009; Gouldsborough 
et al., 2021; Reich et al., 2013), temperatures (Acero et al., 2014; Winter et al., 2016), precipitation 
(Katz, 1999), drought (Burke et al., 2010), wind speeds (Fawcett & Walshaw, 2006), statistical 
downscaling (Friederichs, 2010; Towe et al., 2017), space weather (Rogers et al., 2020; Thomson 
et al., 2011), and climate change problems (Cheng et al., 2014; Cooley, 2009; Sterl et al., 2008).

Both theory and models have evolved considerably since the mid-twentieth century. In particu-
lar, there have been massive advances in methodology for multivariate extreme events (Heffernan 
& Tawn, 2004; Ramos & Ledford, 2009; Rootzén et al., 2018) and the related areas of spatial 
(Cooley et al., 2012; Huser & Wadsworth, 2019), temporal (Ledford & Tawn, 2003; Winter 
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& Tawn, 2017), and spatio-temporal (Economou et al., 2014; Simpson & Wadsworth, 2021) ex-
treme value modelling. These developments are in part a response to the increasing availability of 
large spatio-temporal environmental data sets obtained, for example, from satellite images, high- 
resolution process-based models and online measurement tools.

Nevertheless, the continued development of methods for univariate extremes remains a crucial re-
search topic, not least due to the absence of a unified best practice methodology for modelling univari-
ate extremes in the presence of complex trends, such as those seen in the presence of climate change. 
There is also still no single standard to inform the quantification and communication of risk in the pres-
ence of trends, whether or not this is climate change driven. While such a standard may ultimately 
prove to be unobtainable, the commonly employed approach of reporting a single risk measure to cov-
er all scenarios, regardless of long-term trends or other changes, can, and should, be improved upon. 
Lastly, specification of a model that describes the marginal model well is an essential first step in the 
very large number of copula-based multivariate extreme value models (Joe, 1994).

This paper examines extreme temperature data for two regions with contrasting climates and 
very different geophysical features. The first case study assesses the heatwave experienced in the 
western U.S. during the summer of 2021 to ascertain whether the record-breaking temperatures 
from this event are consistent with historical temperature extremes. This study was motivated by 
a recent analysis of ERA5 reanalysis model output (Philip et al., 2021) which used a statistical ex-
treme value model fitted to pre-2021 temperature extremes to estimate the upper bound of the tem-
perature distribution. They found that the 2021 observations exceeded this upper bound at 
multiple locations. We propose some adaptations to their analysis to better investigate if this is 
the case and, if so, to understand why. The second case study analyses spatio-temporal records 
of ice surface temperature for the Greenland ice sheet, motivated by the need to find an appropriate 
univariate model for the measurements in each cell as the first stage of a spatial extreme value mod-
el. Given the large number of cells (1139), the marginal model should ideally be designed to permit 
automatic fitting, however the characteristics of the upper tail of the temperature distribution differ 
considerably across the ice sheet and so careful consideration is required to achieve this objective.

A feature common to both case studies is that the tail behaviour of the univariate distribution of 
interest cannot be described using out-of-the-box extreme value methods. Instead, by applying a 
pragmatic, contextualized and data-driven approach, much improved models can be developed 
while avoiding the need to incorporate huge numbers of parameters or highly complex structures. 
This approach has several advantages. Firstly, since the models are computationally both cheap 
and stable, analysis of large data sets is entirely feasible. Secondly, simple models are less prone 
to errors in fitting and interpretation, making them particularly useful for those without statistical 
training. Lastly, a simple model results in straightforward estimates of risk which makes it easier 
for the end-user to put these estimates to use.

2 Extreme value analysis
This section provides background on univariate extreme value modelling and introduces the ran-
dom effects model that is subsequently used in Section 3. Univariate extreme value methods en-
compass models for both block maxima and PoT data sets. Central to this paper is the PoT 
approach which characterizes the tail behaviour of the underlying process by modelling only those 
observations in the data set that lie above a preselected high threshold. In contrast, block maxima 
methods describe the distribution of the maxima of predefined and nonoverlapping blocks; for en-
vironmental studies this block is usually a year. Each method has a theoretically motivated prob-
ability distribution at its core: the generalized extreme value distribution (block maxima) and the 
generalized Pareto distribution (PoT). While theoretical justification of these distributions is be-
yond the scope of the paper, note that, as with the central limit theorem, the justification relies 
on asymptotic arguments. For finite sample sizes, the distributions therefore only approximate 
the tail behaviour and are not guaranteed to describe the data exactly.

2.1 Vanilla block maxima and PoT models
The theory on which the vanilla versions of both block maxima and PoT models are based starts 
with the assumption of a sequence Y1, . . . , Ym of independent replicates of a random variable Y, 
with distribution F(y) = Pr[Y ≤ y]. Under some nonrestrictive conditions on F, Von Mises (1936)
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and Gnedenko (1943) showed that in the limit as m→∞, the distribution of the normalized block 
maximum (Mm − bm)/am = ( max {Y1, . . . , Ym} − bm)/am is one of the three types of max-stable 
distribution: Weibull, Fréchet, or Gumbel. While both the rate of convergence to the limiting dis-
tribution and the sequences {am > 0} and {bm} are determined by the underlying distribution F 
which, in a modelling context is unknown, this result is nevertheless used to justify the use of 
the generalized extreme-value distribution (GEV) to model the maxima of large but finite blocks.

The GEV is a class of distributions combining the three types of max-stable distribution. The 
resulting cumulative distribution function is,

G(z) = exp − 1 +
ξ
σ

(z − μ)
 −1/ξ

 

, − ∞ < z < y+ 

where y+ < ∞ in the case ξ < 0. This distribution has location μ, scale σ > 0 and shape ξ parame-
ters, with the Weibull, Fréchet, and Gumbel distributions corresponding to ξ < 0, ξ > 0 and ξ→
0, respectively. As a model the GEV has the advantage of increased flexibility over choosing one of 
the three types a priori.

The vanilla PoT model is motivated by a result of Pickands (1975) who showed that, under some 
nonrestrictive regularity conditions, as u→ y+ for y > u,

F(y) = 1 − Pr[Y > u]Pr[Y > y |Y > u] ≈ 1 − ϕG̅(y) = 1 − ϕ 1 +
ξ
ψ

(y − u)
 −1/ξ

+
(1) 

where a+ = max {a, 0}, 0 ≤ ϕ ≤ 1, ψ > 0 and G̅(y) is the survival function of the generalized Pareto 
distribution. The parameters ϕ, ψ, and ξ are known as the rate, scale and shape, respectively; the 
rate ϕ = Pr[Y > u] is sometimes called the exceedance probability. The value of the shape param-
eter is determined by the rate at which F(y)→ 1 as y→ y+; exponential decay corresponds to 
ξ = 0, and heavy (light) decay to ξ > 0 (ξ < 0). For ξ ≥ 0, there is no finite end-point, while y+ = u − 
σ/ξ < ∞ if ξ < 0.

By assuming that this limit result is a suitable approximation to the behaviour of the exceedan-
ces of a finite, but high, level u, it can be used to motivate a model in which the magnitudes of the 
threshold exceedances {yi − u : yi > u, i = 1, . . . , n} are a random sample from the generalized 
Pareto distribution and the exceedance times a random sample from a homogeneous Poisson pro-
cess. While not essential an assumption of independence is often made about the exceedances. If 
there is evidence of serial dependence, a routine and theoretically justified approach is to identify 
all clusters of extremes and model only the frequency and magnitude of the cluster maxima (Davis 
et al., 2013; Drees, 2008; Laurini & Tawn, 2003; Smith & Weissman, 1994). In either case, the 
parameters (ϕ, ψ, ξ) are estimated with standard statistical inference procedures, e.g maximum 
likelihood or Bayesian inference.

A crucial modelling consideration is the choice of threshold u, which requires a compromise be-
tween retaining a sufficiently large number of exceedances such that estimation of the model pa-
rameters is possible, while still ensuring that the assumption of the limiting approximation is 
plausible. Various tools are available to aid threshold selection. Most of these use two key thresh-
old stability properties of the generalized Pareto distribution to identify the minimum plausible 
threshold above which the distribution is a suitable description of the data.

2.2 Random effects PoT model
The most common extension of the vanilla PoT model is to model one or more of the distribution 
parameters (ϕ, ψ, ξ) as a function of covariates. The motivation for this is that most physical proc-
esses display changes in their behaviour over time. Such changes may be cyclic, smooth or sudden 
and often arise in response to changes in one or more of climate, weather conditions or other geo-
physical processes. While many commonly used regression modelling frameworks, both paramet-
ric (Davison & Smith, 1990; Eastoe & Tawn, 2009; Smith, 1989) and semi-parametric (Hall & 
Tajvidi, 2000; Jones et al., 2016; Yee & Stephenson, 2007; Youngman, 2019), have been incor-
porated into the PoT framework, there are several barriers that prevent their successful implemen-
tation. Firstly, since most environmental processes are driven by multiple interacting factors, 
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appropriate drivers will often be either unknown or unobserved, or both. Secondly, PoT data sets 
are small by definition and there is frequently insufficient information to identify the often subtle 
covariate relationships. Lastly, while the motivating extreme value theory provides a justification 
to extrapolate into the underlying tail distribution given values of the covariates, there is no similar 
justification to extrapolate the covariate-response relationship beyond the measurement period. 
This is a serious limitation for climate change forecasts.

A plausible alternative is the PoT random effects model which overcomes the above limitations 
for cases where changes in extremal behaviour occur between, but not within, years. Previously ap-
plied to hydrological data by Eastoe (2019) and Towe et al. (2020), inter-year variability in both the 
magnitudes and frequency of the extremes is modelled by latent variables (or ‘random effects’) 
which vary between years. The advantage of this framework is that, unlike a parametric regression, 
it requires no prior specification of the functional form for the inter-year variability. In this sense, 
the model is a compromise between the rigid fully parametric regression model and the flexible non-
parametric regression. It can be used to identify long-term trends, unusually extreme years, and 
groupings of years in which the extremal behaviour is similar. The model also has the capability 
to make predictions about extreme episodes over a period of time (e.g., a number of decades) 
but not to do so for a specific out-of-sample year. Although it is beyond the scope of the current 
paper, such predictions could be achieved by incorporating serial dependence in the random effects.

For generality, we define a threshold ui for year i. This allows for cases in which it is appropriate 
for the threshold, and hence the definition of an extreme observation, to vary between years. Let 
Yij be the jth observation in year i then, for y > ui,

Pr[Yij ≤ y |Yij > ui] = 1 − ϕi 1 +
ξi

ψi
(y − ui)

 −1/ξi

+
(2) 

where

ψi ∼ Fψ(ψi | θψ), ξi ∼ Fξ(ξi | θξ), ϕi ∼ Fϕ(ϕi | θϕ) (3) 

and Fψ, Fξ, and Fϕ are prespecified distributions with parameters θψ, θξ, and θϕ, respectively. In 
hierarchical modelling terminology, equations (2) and (3) are data and latent process models, re-
spectively, and (ψi, ξi, ϕi) are random effects for year i. We assume throughout that the responses 
Yij are independent given the random effects and that the random effects are mutually independent 
and serially uncorrelated.

Let y denote the full vector of data, N be the number of years in the observation period and ni be 
the number of observations in each year. Denote the vectors of random effects by 
ψ = (ψ1, . . . , ψN), ξ = (ξ1, . . . , ξN), ϕ = (ϕ1, . . . , ϕN). The starting point for inference is the joint 
likelihood function

L(y |ψ, ξ, ϕ, θψ, θξ, θϕ) = L(y |ψ, ξ, ϕ)f (ψ | θψ)f (ξ | θξ)f (ϕ | θϕ), 

where

L(y |ψ, ξ, ϕ) =
N

i=1

ni

j=1

ϕiψ−1
i 1 +

ξi

ψi
(yij − ui)

 −1/ξi−1

+

 I[yij>ui]

(1 − ϕi)
I[yij≤ui] (4) 

and f (ψ | θψ), f (ξ | θξ), and f (ϕ | θϕ) are each the product of the relevant distribution taken from 
equation (3), for example f (ψ | θψ) =

N
i=1 fψ(ψi | θψ) where fψ is the density associated with Fψ. 

Note that the dimension of the full parameter vector is 3N + |θψ| + |θξ| + |θϕ|.
Since the random effects cannot be integrated out of the joint likelihood function, maximum 

likelihood parameter estimates must be obtained through numerical optimization of the very high- 
dimensional log-likelihood function. A more pragmatic approach is to use Bayesian inference; to 
do so, prior distributions πψ(ψ), πξ(ξ), and πϕ(ϕ) must now be specified for θψ, θξ, and θϕ, 
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respectively. We recommend that these are chosen to be as uninformative as possible, e.g., flat 
Gaussian distributions, in order to avoid undue impact on the analysis. Combining the prior dis-
tributions with the likelihood function (4), the joint posterior is

π(θψ, θξ, θϕ, ψ, ξ, ϕ) = L(y |ψ, ξ, ϕ)f (ψ | θψ)f (ξ | θξ)f (ϕ | θϕ)πψ(ψ)πξ(ξ)πϕ(ϕ).

Since closed forms cannot be found for the joint and marginal posterior distributions, the posterior 
distribution is estimated using a sampling algorithm. We use an adaptive Markov chain Monte 
Carlo (MCMC) algorithm to enable automatic tuning of the proposal step-sizes and achieve 
fast convergence. Our algorithm is based on the adaptive Metropolis–Within–Gibbs scheme pro-
posed by Roberts and Rosenthal (2009). Each parameter is updated separately via a 
Metropolis-Hastings random walk (MHRW) step, allowing separate evolution of the MHRW 
scaling parameter associated with each of the model parameters. Earlier work by Eastoe (2019)
showed that of a number of possible alternatives, this algorithm worked the best for this particular 
model.

3 Case study 1: US air temperatures
This case study is motivated by the 2021 heatwave which affected three western states in the 
United States. An analysis of climate model annual maxima by Philip et al. (2021) showed that 
the observed 2021 annual maximum were inconsistent with historical extremes. Further, this find-
ing recurred across a number of stations and held despite adjustments made to the data to account 
for long-term trends in global temperature. Our objectives are to examine whether (a) an analysis 
of observational annual maxima is consistent with the ERA5 analysis of Philip et al. (2021), (b) an 
analysis of PoT data points to the same conclusions as an analysis of annual maxima, and (c) a 
more flexible model for long-term trends captures better the 2021 event.

The three regions most affected by the heatwave were Oregon, Washington, and British 
Columbia. For these regions, we obtain maximum daily temperatures from Version 3 of the 
Global Historical Climatology Network (Menne et al., 2012). Stations are included only if they 
came online in or before 1950, were still online at the time of the 2021 heatwave, and have at 
most 20% of observations missing. This leaves the majority of stations in Oregon (62) and 
Washington (61). While there are fewer in British Columbia (17), the majority are situated in 
the region most affected by the heatwave, i.e., the south of the province close to the 
Washington border.

The heatwave epicentre is clearly shown in Figure 1. Areas including Portland and The Dalles 
recorded some of the highest temperatures, with the highest observation across all stations being 
47.8◦C at The Dalles Municipal Airport (lat 45.62, long −121.16) on 28 June 2021. This date ap-
pears to correspond to the peak of the heatwave, with station-wide average temperature of 
39.6◦C. While temperatures at coastal stations are lower than at the epicentre, extremity is defined 
relative to local climate norms and so measurements from these stations are included in the ana-
lysis when the temperature exceeds the station-specific threshold. All temperatures are adjusted by 
subtracting the average of Global mean surface temperature (GMST) from the previous 4 years 
(Lenssen et al., 2019). GMST represents temperature deviations from the 1951 to 1980 means, 
and is used to remove the effects of global climate change.

3.1 Annual maxima analysis
We start by considering annual maxima. The GEV is fitted to the adjusted maxima using 
maximum-likelihood estimation. Following Philip et al. (2021), we fit to pre-2021 data only 
and use the resulting model to assess the likelihood of the 2021 temperatures being predicted prior 
to the heatwave.

From the GEV model fits, it is immediately clear why there is concern: 41% of the stations have a 
2021 annual maximum which exceeds the finite upper end-point implied by the GEV model fitted 
to pre-2021 data, i.e., these 2021 observations are apparently infeasible. Even more concerning is 
that this occurs despite the adjustments for GMST to account for global climate variation—with-
out this adjustment, 48% of stations exhibit the same behaviour. Note that these are relatively 
coarse statistics—the upper limit can only be estimated at locations for which ξ < 0 and the 
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uncertainty in the estimated limit has not been taken into consideration—however they suggest 
that climate variation, at least as measured by GMST, does not fully explain the variation in an-
nual maxima, and indeed may play only a small role. Further, annual maxima only capture the 
temperature on a single day and are not therefore capable of informing a broader understanding 
of shifts in frequency and magnitude of extreme heatwaves. Such events are likely to be influenced 
by many more factors than simply the overall climate trends of the region. Capturing all such fac-
tors is made difficult by the complexity of meteorological and climate processes and incomplete 
recording of relevant physical variables.

3.2 Peaks over threshold analysis
Progressing to the PoT model, GMST adjusted data is used with station-specific 97.5% quantile to 
give year- and station-specific thresholds. This results in between 419 and 639 pre-2021 threshold 
exceedances at each station—considerably more data than the 71 annual maxima. To assess the 
extremity of the 2021 event under the PoT model fitted to pre-2021 data, Figure 2 shows predicted 
return periods associated with the 2021 annual maxima. The estimated period is finite at all sta-
tions, with a maximum of 559 years (Estevan Point, British Columbia). The return period is great-
er than 5 (10) years for 24.2% (8.3%) of the stations. Thus the PoT analysis suggests that the 2021 
maximum temperatures are extreme, but not as extreme as the GEV fit implies. However, while 
the return periods determine the rarity of a single observation, they do not quantify whether the 
heatwave itself was exceptionally extreme.

The PoT random effects model uses the same thresholds as the vanilla PoT model. As discussed 
earlier, the model cannot predict the extremal behaviour in a specific year and therefore, in con-
trast to the vanilla fit, we include the 2021 data when estimating the parameters. A simplified ver-
sion of the model described in equations (2) and (3) was used with only the scale parameter 
allowed to vary between years. The justification for a constant shape parameter is that estimation 
of a varying shape parameter requires so much information that it is common practice to model it 
as either constant or piece-wise constant. A varying rate parameter was found to be unnecessary 
due to the year-specific threshold. Each site was modelled separately.

To ensure that the scale parameter estimates are within the parameter space, we use a log link 
function:

τi = log ψi ∼ Normal(θψ,0, θψ1
).

We used independent Normal(0, 20) priors for ξ, θψ,0, and θψ,1. The adaptive MCMC algorithm 
was run for 100,000 iterations at each site with a burn-in of 10,000. The output was thinned by 
retaining only every 50th point in each chain. Trace plots and posterior distributions at a random 
selection of sites were examined for mixing and convergence. An example of these plots is shown 
for the shape and scale parameter estimates for the Cedar Lake station in Figure A.1 of the 
appendix.

Figure 1. Maximum temperature observations for weather stations in Oregon (South), Washington (Centre), British 
Columbia (North) on 27 June 2021, 28 June 2021, and 29 June 2021. Stations with missingvalue(s) on these days are 
omitted.
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Figure 3 shows the estimated scale parameter random effects by station and by year, highlight-
ing years with relatively high extreme temperatures. Note that the inter-year variability in the 
random effects does not show evidence of a long-term trend, suggesting that the unidentified 
drivers which cause this variability are unlikely to themselves have long-term trends that are 
substantially different to that seen in GMST. The random effects in a given year are reasonably 
consistent across stations, with a maximum cross-station standard deviation of 0.28. The overall 
range is ( − 1.301, 1.073) with 17 of the top 20 estimates occurring in 2021.

The random effects give a much clearer picture of the relative magnitude of the 2021 heatwave. 
Considering inter-year variability much reduces the return periods of each 2021 maxima for those 
that exceed the threshold (Figure 3), and in particular, the cross-station mean of the random effects 
is highest in 2021 (0.468) compared with the next highest (0.250) in 1961. The highest variance in 
random effects (0.270) also occurs in 2021, perhaps due to different parts of the region experien-
cing the heatwave to varying degrees, with extremely high relative temperatures at some stations 
and more typical temperatures at others, and while previous years have isolated random effects at 
individual stations that reach the same levels as 2021, consistency of the high random effects in 
2021 distinguishes it from previous warm years, e.g., 1961.

4 Case Study 2: Greenland ice surface temperatures
One impact of the rise in global temperatures caused by climate change has been an increased vol-
ume of melt water generated by the world’s ice sheets. This has led to a sea level rise that has al-
ready increased the risk of flooding in low-lying areas and will continue to do so while 
temperatures continue to rise. The two largest ice sheets, Greenland and the Antarctic, have 
had an accelerating contribution to sea level rise since the early 1990s (Rignot et al., 2011), and 
are likely to continue to play a key role in the near future (Rahmstorf et al., 2017). Since melt oc-
curs when the ice surface temperature exceeds 0◦C, understanding the spatial extent, frequency, 
magnitude and trends of such events is vital to quantify melt risk both now and in the future, 
not least because the consequences of increased melt are likely to persist for years to come 
(Kulp & Strauss, 2019).

Spatial extreme value models provide an ideal tool to analyse the widespread melt events that 
are of most concern. This case study developed from what was initially intended as a routine first 
step in fitting such a model to a spatio-temporal Ice Surface Temperature (IST) data set from a 
multilayer Greenland Moderate Resolution Imaging Spectroradiometer (MODIS)-based product 
(Hall et al., 2018), the MODIS/Terra Sea Ice Extent 5-Min L2 Swath 1 km, version 6 (MOD29). 
The spatial resolution of the data is 0.78 km × 0.78 km over the period 01 January 2001 to 31 
December 2019, and the temporal resolution is daily observations. The IST data product uses a 
cloud mask to filter observations that occur in cloudy conditions since water vapour in the clouds 

Figure 2. (a) Return periods of the 2021 maxima at each weather station using the fitted eneralized Pareto 
distributions (GPDs), and (b) Return periods of the 2021 maxima at each weather station using the fitted random 
effects PoT model. Sixteen stations are not included as their 2021 maxima are below their 97.5% quantile.
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can interfere with infrared radiation leading to measurement inaccuracies. Since cloudy days are 
generally warmer than clear days (Koenig & Hall, 2010), the data is missing not at random. 
Consequently, we do not attempt imputation of missing values and instead limit the inferences 
from our model to clear days only. The data are unseasonalized throughout the analysis.

Since melt occurs when the IST exceeds 0◦C, positive temperatures are of most concern. For the 
majority of cells, particularly inland and/or at higher altitudes, there are too few positive observa-
tions to take 0◦C as the PoT modelling threshold. However, when taking a modelling threshold 
below 0◦C, there are problems with the PoT fit, as seen in Figure 4. Many cells have a secondary 
mode corresponding to a large mass of observations close to 0◦C and a much lower-weighted tail 
covering small positive temperature values. The most likely explanation of this is that once the 
temperature exceeds 0◦C the ice melts. This change in state from ice to melt water, which is no 
longer considered the surface of the ice sheet, creates a soft upper limit close to 0◦C on ISTs. 
We cannot determine from the data which of the positive observations are water temperatures 
and which are due to measurement or recording uncertainty (±1◦C Hall et al., 2018). 
Regardless of the reason, the soft upper limit results in a distribution mode close to 0◦C, rendering 
the generalized Pareto distribution unsuitable. Lastly, we note that the shape of the tail distribu-
tion, and especially the behaviour at or near 0◦C, varies primarily in response to altitude and prox-
imity to the coast.

The objective now is to build a model to reflect these insights and establish how the melt thresh-
old impacts the distribution of ISTs. To facilitate ease of application at all locations, we propose a 
truncated Gaussian mixture model for the full distribution of ISTs. This circumvents the need to 
define a tail region—as discussed previously, for this particular data set such a definition is non-
trivial due to the varying cross-site behaviour of the upper tail. Utilizing information on behaviour 
in sub-tail regions should help better identify behaviour close to the melt threshold. Furthermore, a 
mixture model allows joint modelling of the ice and melt observations; this is critical since we have 
no information on which category each observation belongs to.

The truncated Gaussian mixture model has separate model components for ice and melt temper-
atures. Observations are not preassigned to a component, rather the fit provides an estimate of the 
probability with which each observation belongs to each component. For nI ice components and a 
single melt component, let ϕi be the weight associated with ice component i and ϕM be the weight 
associated with the melt component, such that 

nI
i=1 ϕi + ϕM = 1. Let fi(x) and fM(x) be the probabil-

ity density functions of the ice i ∈ {1, . . . , nI} and melt components, respectively, such that for each 
i, X ∼ TN(μi, σ2

i , ai, bi), where μi is the mean, σi > 0 the standard deviation, and ai and bi the lower 
and upper truncation points. Then the mixture model probability density function of IST x is:

p(x) =
nI

i=1

ϕifi(x) + ϕMfM(x). (5) 

Ice temperature components are bounded above by b = 0, since these should not exceed 0◦C, and 
have no lower bound since the only physical lower limit is absolute zero, which is far below the 
range of the data. For the melt component, there is no upper bound as ISTs are not feasibly phys-
ically limited on the ice sheet. The lower bound is set to −1.65 as this has previously been estimated 
as the melting point of saline ice and thereby acts as a conservative minimum estimate for the ice 
sheet. It follows that data in the range [− 1.65, 0] can be modelled by either the ice or melt compo-
nents, capturing the uncertainty in the true nature of the ice sheet when these observations were 
measured. The probability of melt ρ(x) for given IST x is defined as the ratio of the densities of 
the ice and melt components, such that:

ρ(x) =
ϕMfM(x)

ϕMfM(x) +
nI

i=1 ϕifi(x)
. (6) 

As a result of the model truncation points, ρ(x) = 0 below −1.65◦C and ρ(x) = 1 above 0◦C. ISTs 
between these values vary smoothly within this range. Small discontinuities in the melt probability 
may arise at −1.65◦C and 0◦C due to the truncation of the mixture components at these points; the 
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magnitude of the discontinuity depends on the severity of the truncation. To find the most appro-
priate number of ice components for the model and allow for the diversity of distributions across 
the ice sheet, we fit the model with nI from 3 to 6 and compare the fits using Bayesian information 
criterion (BIC). In contrast, a single melt component is used since, in theory, the melt temperatures 
should show much less cross-cell variability than the ice temperatures.

We use the Expectation-maximization (EM) algorithm to estimate the parameters ϕ, μ and σ2 for 
each model component. We found 800 iterations of the algorithm optimal in terms of both 
convergence and computational time. To improve the stability of the algorithm, particularly 
for cells with few or no observations above −1.65◦C, we set additional restrictions on two param-
eters: ϕ ≥ 0.0005 and σ ≥ 0.35. This allows a melt component—however small—to be fitted 
even if there are no observations in the melt temperature range, and avoids melt components 
with σ ≈ 0 since this results in a point-mass density for cells with only a single observation above 
−1.65◦C. We apply the model to 1,139 cells across the ice sheet; this represents a subsample of 1 in 
every 50 available cells in both horizontal and vertical directions. The cells are equally spaced in 
distance and are taken from those cells identified as ice by the MODIS ice mask. The number and 
spread of the sub-sampled cells accurately reflects the variety in glaciological and climatological 
conditions across the ice sheet. A range of average temperatures, surface conditions, latitudes, lon-
gitudes, elevations, and distances to the coast are all observed within the sample.

The impact of the soft upper limit on ISTs can be seen from the number of ice components se-
lected by the BIC to model the data at different cells. Figure 5 shows the number of ice components 
in the best-fitting model to be higher at cells close to the coastline than those closer to the centre of 
the ice sheet. There are also trends within coastal areas, with cells on the south west coast generally 
having the highest number of model components and areas in the north west coast having fewer. 
Cells closer to the coast generally have higher average temperatures, experience more melt and 
therefore have more frequently truncated observations. Furthermore, melt estimates from the 
model agree with empirical estimates of melt well using previously established methods of identi-
fying melt with a single threshold (Clarkson et al., 2022). This coastal temperature trend is con-
sistent with local climate trends of higher temperatures occurring closer to the coast and 
demonstrates the impact of the upper limit from the truncated observations. This also demon-
strates the difficulty mentioned above of finding a single distribution to describe the data at all lo-
cations of the ice sheet.

While there is value in examining how each parameter varies across the ice sheet, to understand 
melt it is most useful to consider variability and trends in the weight of the melt component. This 
gives an overview of melt observed across the ice sheet, and reflects broad climate trends and the 
coastal effect. Figure 5 shows coastal areas having more of their distribution associated with melt 
temperatures, with cells in the south having a slightly higher weight than those in the north. Melt 

Figure 3. Estimated scale parameter annual random effects for each weather station (thin black lines), the annual 
mean for all stations (central bold red line), and GMST (bold blue line, in degrees). Results cover the period 1950 to 
2021 inclusive.
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probability (6) is estimated for each observation and used to calculate the expected number of melt 
observations at each cell. The cross-cell average is then used to estimate the number of melt obser-
vations across the ice sheet in each year. These values are likely to be under-estimates since the ex-
pected melt at each cell would be higher at almost all cells if it were possible to also include cloudy 
days in the analysis. Figure 6 shows the majority (90.7%) of cells have a nontrivial expectation of 
melt (>0.001) in an average year. Although melt is more common on the coasts, it is clear from the 
expected melt estimates that this is not exclusive with some inland cells also experiencing melt with 
relatively high frequency, and the main factors that appear to determine the melt extent are dis-
tance to the coast and elevation.

5 Discussion
Extreme value analysis has a long-established link with hazard modelling, risk management and 
climate change analysis. While historically focus has been on the tail behaviour of univariate re-
sponses, more recently considerable attention has been given to advancing extreme value theory 
and models for multivariate responses, due to (a) an increasing awareness of the potential for im-
pact from multiple hazards and (b) an explosion in the availability of high-dimensional spatio- 
temporal data products, e.g., satellite images and numerical climate model output. Analysis of 
the extreme events of such data sets raises many challenges, from defining and identifying jointly 
extreme events to developing both statistical models and inference tools and the probability theory 
which underpins them. In this paper, we step back to assess ongoing challenges in univariate 
extreme value modelling. Such challenges are not restricted to model development, and it is our 
opinion that for them to be met successfully requires sustained dialogue between statisticians 
and fellow scientists. Evaluating impacts of climate change on natural hazards requires an under-
standing of the physical behaviour of both the hazard and any driving processes. Only once this is 
appropriately incorporated into the statistical model can attribution and prediction of the effects 
of climate change begin.

The two analyses presented in this paper demonstrate the necessity for novel, bespoke, context- 
driven models to address questions driven by climate change. While IST and air temperature data 
sets share some similarities—both measure the same physical variable on or near the Earth’s sur-
face—the most suitable modelling approach for each is quite different due to differences in the 
physical behaviour of the processes and their drivers, the data collection methods and the under-
lying research questions. For ISTs, the physical properties of both the ice sheet and the melt process 
drive the model. Seemingly straightforward tasks—such as defining melt—are nontrivial and, des-
pite representing the tail of the sample, the distribution of temperatures around the melt point does 
not comply with the assumptions necessary for an out-of-the-box extreme value analysis. While 
the proposed Gaussian mixture model is not consistent with more routine methods for modelling 
tail data, it does incorporate an understanding of the melt process that cannot be included in a PoT 
model. In contrast, the core challenge in the US air temperature study arises from the 2021 

Figure 4. Example mixture model fit for a single cell (82.47N, −37.50E). Histogram of the data with 3 ice component 
densities (dotted blue lines), melt component density (dotted red line), and the overall density (bold black line). 
Density function has been scaled to the maximum value of the histogram data.
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heatwave which, despite accounting for global temperature trends, cannot be explained through 
an extreme value analysis of historical data. To improve our understanding of the extremity of the 
2021 event, a PoT random effects model is used to give a better indication of the relative size of the 
2021 heatwave in the context of previous extreme temperatures, climate trends, and inter-year 
variability due to unobserved climate drivers.

All statistical models are a compromise between model parsimony and functionality. Further, 
the scope for generalization from any statistical model is entirely dependent on the quality and 
quantity of the data to which the model is fitted. With ever more powerful computing power at 
our disposal it can be tempting to develop high-dimensional models that aim to mimic their 
process-based counterparts, regardless of the size and quality of the data set. It is our belief 
that parsimony is in fact to be preferred, and that a key advantage of statistical models is their 
comparative cheapness to fit and ease of interpretation. At the same time, some compromise 
may be desirable; where incorporation of additional model features significantly improves 
interpretation, predictive abilities or our understanding of the physical process, then such 
features should be included where the information in the data supports this. Ultimately the util-
ity of the model should be assessed by its ability to describe the data set, with both the most 
suitable modelling strategy and the necessary level of complexity judged against this 
benchmark.

The models proposed here are no exception, having both advantages and limitations. The ran-
dom effects model provides a more flexible description of the data than permitted under a para-
metric regression model. However, unlike a parametric regression model, it does not permit 
estimation of the extreme behaviour in a specific year. It further assumes that, conditional on 
the annual random effects, the observations are independent. In practice, there is likely to be 
some short-range serial dependence in the largest values. The model could be extended to incorp-
orate serial dependence in either, or both, of the random effects and observations; the consequen-
ces of this would be an increased number of model parameters and a much more complex inference 
process. The mixture model could be criticized for diverging from the traditional approach of ana-
lysing only the tail data. Preliminary investigations using this approach provided such a poor fit to 
the data that it was immediately clear that an alternative approach—taking into account the 
unusual shape of the tail distribution—was required. The resulting model provides a much better 
description of the upper tail and, indeed, is a good fit to the full range of values. Neither the ran-
dom effects nor the mixture model accounts for the inherent spatial structure in the physical proc-
esses and while this is beyond the scope of the current research it is the subject of ongoing research 
by the authors.

We end by discussing some broader open questions for the application of extreme value analysis 
in climate change scenarios. The first of these concerns guidance for scientists on the most appro-
priate way to incorporate change in either univariate or multivariate models. We conjecture that it 
is unlikely that there will ever be a definitive way to do this due to the diverse physical properties 
exhibited by different environmental hazards. Instead, statisticians should strive for an increased 

Figure 5. (a) Estimated weight ϕ̂ of the melt component of each fitted mixture model. Due to restrictions during the 
fitting process the minimum possible value of this estimate is 0.0005. (b) The number of ice components in the 
best-fitting mixture model at each cell in our study area.
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awareness of the appropriateness, advantages and limitations of the available methods through 
direct comparisons of these different strategies. Such comparisons should also support an in-
creased understanding of the benefits of trialling multiple modelling approaches.

Secondly, extreme value models are asymptotically justified in the sense of extrapolation into 
the tail of an underlying distribution. Most existing approaches to incorporating change assume 
the model parameters vary in time and/or in response to driving physical processes. Such 
regression-based models, whether semi- or fully parametric, have no similar justification for the 
extrapolation of trends into the future. Further, the predictions of future events will be very sen-
sitive to the form assumed for the change. Again, this is strong motivation to search for more re-
liable, robust methods.

Thirdly, most routine multivariate, spatio- and temporal extreme value models require a separ-
ate model for the univariate marginal distributions. It is therefore critical that these marginal mod-
els reflect as faithfully as possible both the empirical properties of the data and physical properties 
of the underlying processes. As in the case of the ice surface temperatures discussed in Section 4, 
this might mean reconsidering the use of an extreme value model for the marginal distributions.

Finally, much work remains to identify risk measures which still have an interpretation under 
climate change; return levels (periods) make less sense if there is a long-term trend—what is 
deemed extreme now may no longer be extreme in 100 years. Return levels and periods which con-
dition on a time period or covariates (Eastoe & Tawn, 2009) are more realistic but harder to in-
terpret. Related to this is the problem of engaging with fellow scientists and the general public on 
the topic of changes in the risk of extreme events. It is vital to emphasize that acknowledgement of 
such change should not imply a loss of credibility in the predictions, but rather a more accurate 
reflection of a changing world.
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Figure 6. Expected melt calculated from the fitted mixture models. The probability of each observation 
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Professor Adrian E. Raftery (University of Washington): It is a pleasure to congratulate the authors 
of these two papers on the important topic of statistical aspects of climate change. I am happy that 
Climate Change and the Environment is one of the Royal Statistical Society’s campaigning prior-
ities for 2022, both because of the importance of the topic to society, and the vital role that sta-
tistics has played and can play in addressing it.

When climate change became a major issue in the 1980s, statistics was not a big part of research 
on it. However, since then statistics has become vital to climate change research, thanks to the ef-
forts of an extraordinary founding generation of statisticians, including Mark Berliner, Noel 
Cressie, Peter Guttorp, Douglas Nychka, Richard Smith, Michael Stein, Claudia Tebaldi, their stu-
dents and collaborators, and others. They developed new statistical methods for climate problems 
ranging from the integrated assessment of future global climate change to the detailed modelling of 
granular atmospheric processes.

Some things I learned from this literature include the importance of clearly defining the atmos-
pheric question being asked and choosing the right temporal and spatial scales to answer it, the use-
fulness of extant physical models even though they are often deterministic, that purely statistical 
models often are not enough on their own, the value of combining physical models with statistical 
methods, and the importance of accounting for spatial correlation when the problem demands it. 
These insights provide a framework for considering the interesting papers we have heard today.

The paper ‘Assessing present and future risk of water damage using building attributes, meteor-
ology and topography,’ exemplifies the lessons from this earlier statistical climate change litera-
ture. The purpose is clear, to provide probabilistic forecasts of future water damage for any 
building in Norway, both with current climate and accounting for future climate change, for in-
surance purposes. The quarterly timescale is well chosen, since it corresponds better to the purpose 
than the often used daily interval. Using a building-specific spatial scale rather than a more aggre-
gated one, also responds well to the needs of the problem.

The approach uses physical models for future climate and statistical models for finer-level proc-
esses, which is a good balance. The model represents spatial correlation at best crudely, through 
the random effects for municipalities. Undoubtedly, more refined spatial modelling would be pos-
sible, but it seems unlikely it would contribute much to answer the specific questions at hand, re-
garding marginal distributions for individual buildings.

The approach is probabilistic, with the main sources of uncertainty well identified and taken 
into account, and the model well validated. I liked the use of the conditional expectation diagram 
to assess the model. This is related to reliability diagrams and rank histograms, and all three 
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methods trace their origins to the atmospheric science literature. They provide an appealing alter-
native approach to the residual-based methods more commonly used in statistics, and statisticians 
should use them more often. Overall, the approach is ‘sophisticatedly simple’ in the phrase of 
Arnold Zellner, and its interpretability and ease of use are major advantages, sometimes underval-
ued in the statistics profession, which can place a premium on complicated approaches.

All that said, improvements are possible. The approach is conditional on choosing one of the 
IPCC’s RCP deterministic emissions scenarios (which have since been replaced by the SSPs 
Intergovernmental Panel on Climate Change, 2021). The interpretation of these is unclear, in par-
ticular how plausible they are, which is most likely, and to what extent they cover the range of 
likely outcomes. Fully probabilistic projections of carbon emissions and hence global and local cli-
mate change have been developed since (Chen et al., 2022; Liu & Raftery, 2021; Raftery et al., 
2017; Rennert et al., 2021; Srikrishnan et al., 2022) and could easily be incorporated into the 
framework. This is worth considering.

Also, there has been considerable work in the U.S. by government and industry on evaluating 
the risk of flooding, water damage and wildfire for all individual properties, some leading to online 
products (Federal Emergency Management Administration, 2022; Porter et al., 2021; Risk Factor, 
2022). It would be interesting to compare these with the paper’s methodology. This raises the 
question of whether the present methodology could be adapted to assess the risk of wildfires, 
which may, admittedly, be less of a concern in Norway.

The second paper, ‘The importance of context in extreme value analysis with application to ex-
treme temperatures in the U.S. and Greenland’ describes two case studies where standard extreme 
value analysis seems inadequate, and proposes alternatives. The first is the 2021 heatwave in the 
Pacific Northwest. As it happens, I was there at the time, and both from the data and personal ex-
perience, there is no doubt that the temperatures were far beyond anything previously experi-
enced. The authors propose adding station-specific random effects to the Peaks-over-Thresholds 
model and show that it gives a marginal predictive distribution of the 2021 extrema that is 
more in line with observations.

A difficulty in considering this analysis is that the question being asked is not made clear. It is 
about modelling the marginal distributions of maximum temperatures, but for what purpose? 
For forecasting? For insurance purposes? For climate adaptation policy-making? Each of these 
will lead to different modelling considerations.

One issue is that this is a marginal analysis, and spatial correlation is not considered. This may 
be reasonable for some purposes, such as assessing the risk of high temperatures at an individual 
location. For other purposes, such as those that involve responses beyond the level of an individual 
location, accounting for spatial correlation would seem important, and the statistical climatology 
literature is rich in ways of doing so. Could the proposed methodology be adapted to account for 
spatial correlation?

For forecasting, numerical weather prediction models did forecast the 2021 heatwave quite suc-
cessfully even though it was outside the range of all previous experience. The random effects model 
does not do that. The present analysis largely ignores the physics and physical models, and so the 
results may illustrate the limitations of purely statistical modelling overall. It is not clear that modi-
fying the statistical model without including the physics is the best way to proceed.

The second case study models Greenland ice surface temperatures, and finds that, again, stand-
ard extreme value modelling does not perform well. In particular, the distribution has multiple 
modes, including one just below 0◦C. It is proposed to replace standard extreme value modelling 
by a Gaussian mixture model, which appears to fit the data well.

Again, it was hard to comment in depth on this case study, because the underlying questions were 
not made explicit. I was puzzled by the decision to model ice surface temperatures at all. In the sea ice 
literature, it is more standard to model ice thickness (Gao et al., 2021). This is more relevant to prac-
tical questions that arise, such as choosing shipping routes (Melia et al., 2017). More generally, why 
not just model the binary ice/no ice variable? The main interest here seems to be whether the tem-
perature is above or below freezing, rather than specific temperature. This would seem to largely 
avoid the modelling complications that this paper tries to solve in the first place.

The decision to ignore spatial correlation seems even harder to justify here than in the first case 
study. It is hard to think of practical questions where the spatial aspect is unimportant. Sea ice typ-
ically forms and melts in ice floes and ice sheets, which are inherently spatial. The decision to take a 
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purely statistical approach and ignore physical models also seems questionable, as there is now a 
literature in this area and several physical models (Blanchard-Wrigglesworth et al., 2015; Bushuk 
et al., 2017; Guemas et al., 2016; Zampieri et al., 2018).

There are several statistical approaches to modelling sea ice that do take account of both spatial 
correlation and physical aspects (Chang et al., 2016; Director et al., 2017, 2021; Dirkson et al., 
2019; Lee et al., 2020; Zhang & Cressie, 2019, 2020). It would be interesting to see if they could 
be combined with the present approach.

Overall, these two papers provide interesting contributions to statistical solutions to current 
problems in climate science, and it is a pleasure to propose the vote of thanks.
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I would like to congratulate both sets of authors for their papers, which are substantial pieces of 
work on important and challenging topics. In the interests of brevity, I will focus on Assessing pre-
sent and future risk of water damage by Claudio Heinrich-Mertsching et al. This article has a more 
client-focused analysis, something that is pertinent to me, now working as a consulting statistician 
rather than an academic statistician. In particular, I would like to consider how we, as statisticians, 
help the client to shape the research question, and how we demonstrate that, though our statistical 
efforts, we add value to the client, and justify our fees.

Let me jump straight to the authors’ Figure 1, shown in the left-hand panel of my Figure 1. The 
‘Baseline’ is a model using only property covariates. This figure appears to show that adding cli-
mate and topography covariates improves the Brier Score substantially over property alone, and 
certainly this is what we would expect, for a model to predict claims on insurance contracts for 
water damage. But close inspection of this figure reveals a highly compressed vertical axis. The 
Brier Score can go down to zero, and this seems like a reasonable endpoint for the vertical axis, 
given that almost all contracts have no claims. The right-hand panel of my Figure 1 shows the 
same information, with the extended vertical axis—ignore the dashed line saying ‘Baseline’ for 
now. It does appear, on this scale, that the improvements in the Brier score are insubstantial. 
This is odd because it confounds our expectations, and is therefore worth exploring further.

I have a rather simple view of the ‘baseline’ in a client setting, which is the performance the client 
can get without hiring a statistician (e.g. me). I can say, ‘Look, here’s where you are. What do you 
think would be an operationally meaningful improvement?’. That way we all agree, at the outset, 
on what a successful outcome looks like. I have worked on some prediction applications which are 
very challenging, where the baseline error rate is about 30%, and where 5 percentage points would 
be an operationally meaningful reduction. But the authors are considering a different type of 
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application. Most of their contracts do not have claims, and therefore the baseline error rate ought 
to be very low, already close to zero in the Brier Score, and a meaningful reduction will be much 
smaller.

The authors report that out of 1,740,915 observations, 1,712,157 contain zero claims (end of 
their Section 2.1). So approximately 1.7% of contracts contain one or more claims. In the Brier 
Score, we can use this gross value instead of the contract-specific value p̂i. In other words, we com-
pletely ignore all information about the property, the climate, the topography. The Brier score 
with this baseline is

BSbaseline = 1.7% × (1 − 1.7%) ≈ 0.0162, 

using the exact figures. So, the authors have added value if they can reduce the Brier score to below 
0.0162. At this point, I would have a discussion with the client about how big a reduction was 
operationally meaningful. Perhaps the authors can comment on this in their rejoinder.

The right-hand panel of my Figure 1 has the baseline Brier score added, as a horizontal dashed 
line. We immediately see two things: 

1. The authors have added about 0.001 of value (10 basis points).
2. Climate and topography appear not to add meaningful value over property alone.

On the basis of the second point above, I think it would be risky to interpret the fitted climate and 
topography values in the model. Something is not right: we expect climate and topography cova-
riates to add meaningful value, but apparently they have not. So what is going on?

I think the root of the issue can be found in the authors’ choice of model. The authors fit an ‘in-
terpretable’ Generalised Additive Model (GAM) of the form

log E(Ni/ℓi) = f (propertyi) + g(climatei) + h(topographyi), 

where Ni is the number of claims from contract i, and ℓi is the duration of contract i. In other 
words, they enforce a ‘No Interactions Condition (NIC)’:

Figure 1. The authors’ Figure 1, left-hand panel. My version of their Figure 1, right-hand panel. In my version, the 
vertical axis goes down to zero, ‘Baseline’ on the horizontal axis has been relabelled as ‘Property’, and there is a new 
dashed horizontal line labelled ‘Baseline’; see the text.
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The effect of changing from one property type to another does not depend on climate or 
topography. 

I suspect that most of us would question the NIC, for this application. For example, putting in a 
basement incurs a higher risk in a property at the bottom of a slope in a rainy catchment. This is a 
three-way interaction between property, climate, and topography. Since the goal of the article was 
to predict present and future water damage risk, it seems strange to constrain the model, from the 
start, not to allow any interactions of this type. I wonder if this constraint is the reason why includ-
ing climate and topography covariates does not seem to improve the performance of the model.

It is not the technology that restricts the choice of model. My first choice, rather than a GAM, 
would be Random Forest regression; see e.g. Hastie et al. (2009, chapter 15) and Efron and Hastie 
(2016, chapter 17). Random Forests are all about interactions! I would fit

yi =

���

Ni

ℓi



= RanFor(buildingi, climatei, topographyi), 

using a Poisson variance-stabilising transform on the left-hand side. For prediction, I would set

μ̂i = ℓi ·max {0, ŷi}
2 

in a Poisson model for the number of claims. I would hope that with this model, including climate 
and topography covariates would produce a meaningful reduction in the Brier score over property 
alone: say at least 10 basis points, so that we could see it on my Figure 1.

It is always annoying when another statistician says ‘I would have modelled that differently’. But 
in this application there seems to be a plausible case that the authors’ decision to exclude interac-
tions in their model has compromised its performance, and I would like to find out more about 
how this decision was reached.
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The vote of thanks was passed by acclamation.
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I found both papers very interesting but would like particularly to discuss the one by Clarkson and 
co-authors.

One particular focus is the ‘zero probability problem’, that with a negative shape parameter, it is 
possible for some observed event to be assigned probability 0 by an extreme value analysis. This 
problem has been known for some time but has been given particular focus by papers of the ‘World 
Weather Attribution’ group, see e.g. (Philip et al., 2022; Zachariah et al., 2022). The authors’ so-
lution, a combination of peaks over threshold analysis and random parameters, is perfectly rea-
sonable, but an alternative is simply to switch to a Bayesian approach as a more realistic recipe 
for handling uncertainties in the parameter estimates. As far as I know, Coles and Powell 
(1996) were the first authors to make this argument for events of very low probability.

Going beyond their analysis, I would like to comment on the broader climate context. In July 
2022, many parts of the UK suffered extreme heat. To take a specific data point, on July 19, 
Heathrow Airport recorded a daily high temperature of 40.2oC (104.4o F). Much of the subse-
quent discussion has concerned the probability of such an extreme event, in the present climate 
but also in the past and future.

The approach I am currently developing involves an associated “climate” variable—in this case, 
summer mean temperature anomalies from a region of western Europe (Figure 1). Climate model 
runs (CMIP6) were used to characterise the distribution of this regional mean from 1850 to 2100, 
and then combined with an extreme value analysis to estimate the probability of an annual max-
imum temperature at Heathrow exceeding 40◦C (Figure 2). The results show that the present 
probability of this event is about seven times larger than it was in the 1950s; under any scenario, 
it will increase sharply in the future, but there is a big difference between essentially uncontrolled 
greenhouse gases (ssp585) and the kind of emissions that might result with realistic controls 
(ssp245). This is the kind of result I would choose to discuss with our political leaders.

On a more technical level, I believe the extreme value analysis could be improved by taking advan-
tage of spatial dependence among stations (Casson & Coles, 1999; Risser, 2020; Russell et al., 2020).

I thank the RSS for the opportunity to contribute this discussion.

Conflicts of interest: The author has no conflicts of interest.  
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Figure 1. (a) Annual maximum temperatures at Heathrow; triangle represents 2022 value. (b) Region of Northern 
Europe used to define regional summer means. (c) Regional summer means by year. (d) Regional summer means 
plotted against Heathrow annual maxima.
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Data availability
The data are all from public sources and may be accessed directly at http://rls.sites.oasis.unc.edu/ 
ClimExt/intro.html.
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historical model runs (1950–2014) and from three emissions scenarios (2015–2100).
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Christian Rohrbeck (University of Bath): The authors are to be commended for their interesting con-
tribution to the statistical analysis of weather-related property insurance claims. My contribution fo-
cuses on the temporal aggregation and climate indices used in the modelling framework:

There exists a variety of statistical models for spatially aggregated property insurance 
claims, such as Scheel et al. (2013), which aimed to identify the weather patterns causing 
high number of claims over an area. However, the application of these methods to predict 
claims in a changing climate is challenging because it requires generating future weather pat-
terns. The temporal aggregation proposed by the authors removes this requirement in an ele-
gant fashion as it allows to focus on climatological indices. However, it is unclear whether the 
considered covariates can capture the weather patterns causing pluvial flooding identified in 
previous publications.

Rohrbeck et al. (2018) found that aggregated and intense rainfall and prolonged periods of 
snowmelt are key drivers for insurance claims due to pluvial flooding in Bærum, Bergen, and 
Oslo. The topographical covariates in the model may capture some of these effects, but this as-
pect is not discussed in the article. Figure 1 in the presented paper further shows only a relatively 
modest improvement in terms of predictive performance when climatological and topograph-
ical covariates are added to the baseline model only using property-specific covariates. It may be 
interesting to explore whether this relative improvement is consistent across Norway by produ-
cing the graphs in Figure 1 for different regions in Norway. This assessment would allow the 
authors to explore whether the model estimates are mainly driven by the cities with large num-
ber of insurance policies, or whether the framework can adequately capture regional differences 
in vulnerability to pluvial flooding across Norway. Similarly, the authors could compare pre-
dictive performance for the different quarters considered in the analysis to explore whether 
their model captures the different weather dynamics across seasons. Did the authors explore 
these aspects in their analysis?

Finally, in a changing climate, the weather events mentioned above may become more, or less, 
frequent and severe. The considered climate indices may be insufficient to capture such trends ad-
equately as they only capture differences in a subset of the events causing pluvial flooding. Do the 
authors have any intuition regarding this aspect?

Conflict of interests: None declared.

Data availability
No new data were created or analyzed as part of this contribution.
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We congratulate the authors for a fresh, thought-provocative perspective on applied modelling of 
extremes. While we may not fully agree with some philosophical details on the approaches taken, 
we absolutely concur with the rising need for going beyond standard EVT models. In particular, 
we have been advocating with others (Lugrin et al., 2016; Hanson et al., 2017; de Carvalho et al., 
2022; Padoan & Rizzelli, 2022) the need for semi- and nonparametric Bayesian approaches in ex-
tremes—and this article indirectly provides another case for it. Many nonparametric Bayesian ap-
proaches are an extension of standard parametric methods in the sense that they are centred a 
priori around a parametric model, {G0,θ : θ ∈ Θ ⊆ Rq} but assign positive mass to a variety of al-
ternatives. Clearly, nonparametric Bayesian EVT modelling is not as straightforward as simply 
centring a Dirichlet process (DP) on a GEV or a POT—as it is well-known that the tails of the 
DP are exponentially lighter than those of the baseline (Ghosal & Van der Vaart, 2015, Section 
4.2.3). Recent developments in Palacios Ramírez et al. (2022) suggest however that this issue 
can be mitigated by resorting, for example, to stable law processes—and obviously related infinite 
mixture models may be handy for situations such as those covered in Section 4.

On a different note, we particularly appreciate the random effect approach in Section 2.2. Still, 
one wonders about why not using Extended Generalized Pareto Distribution-based methods (e.g., 
Papastathopoulos & Tawn, 2013; Naveau et al., 2016; de Carvalho et al., 2022) that would model 
the full set of observations rather than the exceedances alone and would mitigate the need for 
threshold selection? Indeed, in Section 4, all the data are used to learn about the targets of interest 
but not in Section 3.

Finally, we conclude with a comment on nonstationary multivariate extreme-valued models 
(e.g., de Carvalho, 2016; Castro et al., 2018; Escobar-Bach et al., 2018; Mhalla et al., 2019)— 
that index the angular measure with a covariate, Hx—or another related functional. It would 
seem natural to devise random effects versions for the latter context.

Conflict of interest: None declared.
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Statistical aspects of climate change
Paper 1: Assessing present and future risk of water damage using building attributes, meteorology 
and topography
Authors: Claudio Heinrich-Mertsching*, Jens Christian Wahl*, Alba Ordonez*, Marita Stien#, 
John Elvsborg#, Ola Haug*, Thordis L. Thorarinsdottir*
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Paper 2: The importance of context in extreme value analysis with application to extreme temper-
atures in the USA and Greenland
Authors: Daniel Clarkson, Emma Eastoe, Amber Leeson, University of Lancaster, UK

Disclaimer: The opinions and views expressed here are those of the author and do not necessarily 
state or reflect those of Microsoft.

Discussion
Climate change has been an emerging research field given its tremendous effect on human beings, 
and I am happy to see discussions like (Clarkson et al., 2023; Heinrich-Mertsching et al., 2022). 
To increase awareness of modelling climate change, we also need to inoculate the public against 
online misinformation (Treen et al., 2020; Van der Linden et al., 2017). Neither statistical model 
is perfect, and their limitations can easily be attacked by researchers with a vested interest in the 
fossil fuels industry. In terms of environmental science, there is still much work to do in both the 
scientific side and the education side.
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In the second paper (Clarkson et al., 2023), I appreciate the introduction to the history of extreme 
value theory and applications. With the increasing availability of spatio-temporal image data, spatial 
statistics has become multidimensional and more complex than ever. Sometimes a parsimonious 
model is sufficient, and I am pleasantly surprised to see a relatively simple method to model extreme 
temperatures over time. In the extreme value analysis with random effects, this article is focused on 
the upper tail (high temperature). Can the Gaussian mixture model fit be applied to the lower tail as 
well? Unexpectedly cold winters also cause damage to human beings and property.

Conflict of interest: The author is employed at Microsoft Corporation, and she completed a PhD in 
statistical science from Duke University.
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Authors and Papers under Discussion: 

1. ‘Assessing present and future risk of water damage using building attributes, meterology and 
topograph’ Heinrich-Mertsching C, Wahl JC, Ordonez A, Stien M, Elvsborg J, Haug O, and 
Thorarinsdottir TL.

2. ‘The importance of context in extreme value analysis with application to extreme tempera-
tures in the USA and Greenland’ Clarkson D, Eastoe E, and Leeson A.
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Although the two papers under discussion are based on different methods and involve different 
illustrative applications, they are of great appeal to us who are involved in developing courses on 
environmental health in Stanford’s new Doerr School of Sustainability and Climate Change. In fact, 
September 29, 2022 marks the historic opening of the School led by Dean Arun Majumdar. The pa-
per ‘Assessing present and future risk of water damage using building attributes, meteorology and 
topography’ by Heinrich-Mertsching et al. from Norway establishes a ‘nationwide, building-specific 
risk score for water damages associated with pluvial flooding in Norway’, and the basic method-
ology is to ‘fit a generalised additive model that relates the number of water damages to a wide range 
of explanatory variables’ (or covariates). Combining the model with an ensemble of climate projec-
tions enables projection of the (spatially varying) impacts of climate change on the ‘risk of pluvial 
flooding towards the middle and end of the 21st century.’ The paper ‘The importance of context 
in extreme value analysis with application to extreme temperatures in the USA and Greenland’ 
by Clarkson et al. of Lancaster University in the UK uses extreme value theory to analyse this prob-
lem and applies a random effects Peaks over Threshold approach to the case studies in Sections 3 and 
4 (for air temperatures in three western US states and ice surface temperatures in Greenland, respect-
ively). Data science, as manifested in these 2 papers of different approaches and motivations, is very 
useful to develop for students in the Doerr School to learn.

Conflicts of interest: None declared.
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This interesting paper poses many questions on the use of extreme value theory for climate modelling.
An alternative to defining separate annual thresholds for the peaks over thresholds model 

would be to use the upper r order statistics for each year. This extends the use of annual maxima 
but requires only a single value r to be chosen rather than many thresholds. Moreover, this ap-
proach has the advantage of retaining the parameters of the generalized extreme-value (GEV) 
distribution, which typically have a more stable interpretation than do those of the generalized 
Pareto distribution; when the threshold changes, so do the exceedance probability and the scale 
parameter. Since threshold stability is a key property of the generalized Pareto model, it seems 
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unfortunate that the joint distribution of the random effects will change if the threshold is 
varied. While the prior distribution appears to be chosen purely for computational conveni-
ence and as an approach to penalisation, comparison of results for different thresholds 
would entail appropriate transformations of their respective priors. It would be interesting 
to see if the Markov chain Monte Carlo  output was more readily interpretable when trans-
formed to the GEV scale. As the authors point out, the random effects model can be seen as 
adjusting for variation not captured by observed explanatory variables, but if phenomena 
appear that have been rarely observed in the past, such as so-called ‘heat domes’, then the 
basis of the mixture model, exchangeability of the unobserved variation from year to year, 
becomes moot.

On a more computational note, the scale and shape parameters of both models are negatively cor-
related, because higher observations could be explained by increasing either, so it may be preferable 
to impose the priors and perform the sampling after some form of parameter orthogonalisation.

We assume that the Global Mean Surface Temperature is somehow localised. A broad-brush 
covariate such as this should presumably be adapted for application in a rather small region, per-
haps using similar local covariates or some form of smoothing.

The term ‘return level’ is well-anchored in the literature, but nevertheless it seems preferable to 
avoid it, because of its underlying assumption of stationarity. Moreover the appearance of so-called 
‘100-year events’ every few years is poor publicity for statistics and it seems better to avoid the term.

Conflict of interest: None declared.
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The authors of this work has provided many insights into the alarming situations caused by the 
recent climatic changes and as statisticians, we appreciate all efforts in this regard. This paper 
at its core provided valuable methods and new ideas in the light of extreme value theory. The au-
thors of this article deserve praise for their efforts.

In case study 1, for the US temperature, the authors have used both the methods namely the 
Block Maxima (BM) analysis and the Peaks over Threshold (POT). Now considering the fact 
that in the BM method the main assumption is the maxima of all the blocks (i.e. data divided 
into suitable blocks) follow a suitable well defined Generalised Extreme Value (GEV) distribution. 
However, it misses on some of the high observations as when divided into blocks (here local cli-
mate condition) the maxima of one block might be lower than some of the lower observations in 
other blocks so eventually some lower observations get retained and the rest are ruled out. 
Therefore, one might say that the POT method seems more suitable, since it marks a threshold 
and any value over that threshold is considered. Hence, it would have been helpful if a thorough 
justification for choosing the POT approach over the BM method is provided.
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Several papers all based on simulated data, have examined the relative merits of POT and BM, 
according to Cunnane (1973) for ξ = 0 (shape parameter of the GEV distribution) and for max-
imum likelihood estimators, the POT estimate for a high quantile is better only if the number of 
exceedances is larger than 1.65 times the number of blocks. Wang (1991) writes that POT is as 
efficient as the BM model for high quantiles, based on Probability Weighted Moment estimators. 
Again Madsen and Rosbjerg with Pearson (1997) and with Rasmussen (1997) write that POT is 
better for ξ > 0, whereas for ξ < 0, BM is more effective with the number of exceedances larger 
than the number of blocks. So, for locations where ξ < 0, if a justification for choosing one of 
the two methods is provided then it will help.

In case study 2, Greenland ice surface temperatures the melt threshold impact on the distribu-
tion of Ice Surface Temperatures (IST) is observed that is under the consideration that melt occurs 
when the IST exceeds 0◦C. This accounts for observing the positive temperatures, but as the work 
mentions that there are too few positive observations to take 0◦ as the POT threshold. Hence, one 
might ask the question why not use the BM method here? Therefore, an explanation would have 
been helpful in this regard.

Conflict of interest: None declared.
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We congratulate the authors for their carefully constructed spatial model of risk occurrences 
caused by pluvial flooding. It astutely incorporates meteorological and topographic risk 
drivers and accounts for other, unknown factors of spatial variability, making it reliable 
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for short-term prediction and long-term projection under climate change. We emphasise that 
many difficulties identified by the authors arise more generally for various other environ-
mental risks.

Our research group working on wildfires at INRAE faces similar challenges regarding the mod-
elling of their occurrences and sizes (e.g. Koh et al., 2023; Pimont et al., 2021). The problem of a 
covariate shift in prediction with new data is typical for meteorological covariates simulated by 
climate models in change scenarios. Prediction often suffers from noisy behaviour of semiparamet-
ric predictor components with basis function representation (e.g. splines, as in the discussed pa-
per). Different choices of knots and shapes for basis functions may produce quite different 
predictions conditional to the tails of the covariate distribution.

Regarding wildfires, useful meteorological covariates are the Fire Weather Index (FWI) 
and its subindices, which aggregate common weather variables (precipitation, humidity, 
temperature, wind speed) into biophysical variables providing a rating of fire danger com-
ponents (e.g. ignition, spread). In the Bayesian setting of the Firelihood model of Pimont 
et al. (2021), the influence of FWI on counts and burnt areas of wildfires is robustly mod-
elled through a step function (i.e. a zero-degree spline, with around 50 knots) and Gaussian 
first order random walk prior. Similar to the discussed paper, the spline function is frozen 
for new (i.e. projected) FWI values beyond the range of historical observations and is ex-
trapolated as a constant. Future projections of FWI often highly exceed its historical max-
ima (e.g. Varela et al., 2019).

We currently explore avenues towards improved modelling with covariate shifts in the tails 
of the covariate distribution. A promising idea is to infer an appropriate parametric predictor 
in the tail region of the covariate, requiring a hybridisation of a semiparametric bulk model 
with a parametric tail model. Moreover, insights can be gained from the conditional extremes 
framework (Heffernan & Tawn, 2004) by conditioning the response variable on threshold ex-
ceedances of the covariate. While this approach applies to continuous variables, it could be 
extended to count-valued responses using extreme-value theory for discrete variables (Hitz 
et al., 2017).
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Clarkson et al. (2022) is an interesting paper. But, I have questions about the motivation and 
methodology.

The paper is clearly motivated by climate change. The biggest culprits for the climate change are 
the UK and the U.S. The industrial revolutions in both these countries contributed much to climate 
change. Now other countries especially African countries are being asked to take measures to 
avoid further climate change. African countries contributed negligibly to climate change.

Most of the countries worst affected by climate change are in the developing world or the under- 
developed world (e.g. Afghanistan, Bangladesh, Fiji, India, Myanmar, Nepal, Pakistan, Sri Lanka, 
the Philippines, Thailand, Chad, Kenya, Madagascar, Malawi, Mozambique, Niger, Nigeria, 
Rwanda, Somalia, Sudan, Yemen, Zimbabwe, Bolivia, Haiti, Puerto Rico, and the Bahamas). 
Instead of focusing on some of these countries, Clarkson et al. (2022) focus on two countries in 
the developed world. One of the two countries considered by Clarkson et al. (2022) is the U.S., 
the biggest ever contributor to climate change!

The methodology in Clarkson et al. (2022) involves adding random effects to the parameters of 
the generalised Pareto distribution. The idea of adding random effects to parameters of Pareto dis-
tributions is not new at all. Nadarajah (University of Nebraska, Lincoln, USA, unpublished manu-
script) constructed models for the Pareto type II distribution (also known as the Lomax 
distribution) by letting its scale parameter to be random. Let X be a Pareto type II random variable 
with probability density function

fX(x) =
aσa

(x + σ)a+1 

for x > 0, a > 0, and σ > 0. Letting σ to be a random variable (independent of X) with probability 
density function g(·), Nadarajah derived closed form expressions for the unconditional probability 
density function of X:

∫∞0
aσa

(x + σ)a+1 g(σ)dσ. (1) 

Thirteen possible forms for g(·) were considered. The closed form expressions for (1) involved 
known special functions like the incomplete gamma function, the Appell function of the first 
kind, the generalised hypergeometric function and the Kummer function.

The extension of (1) is straightforward if X is a generalised Pareto random variable. Let X be a 
generalised Pareto random variable with probability density function

fX(x) =
ϕ
σ

1 +
ξ(x − u)

σ

 −1
ξ−1 

for x > u, −∞ < ξ < ∞, and σ > 0. If we take σ to be an exponential random variable, e.g. inde-
pendent of X, calculations similar to those in the unpublished manuscript show that the uncondi-
tional probability density function of X is
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∫∞0
ϕ
σ

1 +
ξ(x − u)

σ

 −1
ξ−11
λ

exp −
σ
λ

 
dσ =

ϕ
λ

Γ
1
ξ

+ 1
 

Ψ
1
ξ

+ 1, 1;
ξ x − u( )

λ

 

, 

where Ψ(a, b; x) denotes the Kummer function defined by

Ψ a, b; x
( 

=
Γ(1 − b)

Γ(1 + a − b) 1F1(a, b; x) +
Γ(b − 1)

Γ(a)
x1−b

1F1(1 + a − b, 2 − b; x), 

where 1F1(a, b; x) denotes the confluent hypergeometric function defined by

1F1 a; b; x
( 

=
∞

k=0

a( )k
b
( 

k

xk

k!
, 

where (f )k = f (f + 1) · · · (f + k − 1) denotes the ascending factorial. The properties of the these 
special functions can be found in Prudnikov et al. (1986) and Gradshteyn and Ryzhik (2000). 
In-built functions for computing these functions are available in packages like Maple, Matlab, 
and Mathematica.
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We are deeply grateful to our colleagues, and in particular to the main discussants Adrian 
E. Raftery and Jonathan Rougier, for their insightful thoughts and comments. For our response, 
we have grouped our comments according to four overarching themes, namely 

(a) weather and climate information,
(b) model specification,
(c) model verification, and
(d) relation to other work.

1 Weather and climate information
The future risk projections presented in the paper are, as Raftery correctly states in his comment, con-
ditional on a given deterministic representative concentration pathway emission scenario. Uncertainty 
regarding future emissions is thus not accounted for in the overall uncertainty assessment and subject-
ive choices have been made regarding the selection of a given scenario. While this has long been the 
available approach for climate impact studies of the type presented here, the recent series of work listed 
in Raftery’s comment is changing the state-of-the-art. We agree that probabilistic projections of carbon 
emissions should be considered if possible. However, such projections are, to the best of our knowl-
edge, not yet available for the bivariate projections of temperature and precipitation required in our 
analysis. Furthermore, given the complex orography of Norway, we have chosen to use the dynamic-
ally downscaled projections provided by regional climate models (RCMs) rather than the output of 
global circulation models (GCMs) directly. At the time of our analysis, RCM projections for 
Norway based on the more recent shared socioeconomic pathway scenarios were not yet available.

Rohrbeck discusses alternative modelling strategies for property insurance claims that focus on 
high temporal resolution rather than high spatial resolution (Rohrbeck et al., 2018). We agree 
that a full-resolution claims model (that is of high temporal and spatial resolution) would better de-
scribe the fine-grained relationship between water damages and specific weather events, and thus 
potentially provide improved risk estimates. However, it is important to keep in mind the goal of 
our risk model, namely to price an insurance contract. This goal is not necessarily equivalent to pre-
dicting the number of claims on a specific day and, importantly, requires a robust risk assessment. 
When investigating the daily versions of the weather and climate data used in our analysis and claims 
models at our high spatial resolution combined with daily temporal resolution, we found that these 
data products include outliers that significantly affect both risk estimates and predictive perform-
ance. These results combined with our findings shown in Figure 1 that the data exhibit a high cor-
relation between quarterly mean precipitation and high quantiles of the daily precipitation 
distribution, led us to the modelling choices presented in the paper. Alternative applications such 
as a warning system designed to issue alerts ahead of upcoming rainstorm incidents would require 
another approach and likely benefit from a high temporal resolution of weather data.
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2 Model specification
Several discussion contributions point out that our model does not include interaction terms. Such 
terms seem natural to include when thinking about the effects of topography, precipitation, and 
building-specific properties, such as having a cellar. One might even consider a different class of 
a supervised learning model (such as random forests) that is better suited for a large number of 
interaction terms than generalised additive models (GAMs). During the model development, we 
investigated the inclusion of interaction terms. Figure 2 shows the predictive performance of the 
models analysed in the paper and two GAMs with interactions. The model t-m int. includes all 
climatological and topographical information, and an interaction term between seasonal precipi-
tation and the topographical wetness index (TWI). The model cellar int. includes two interaction 
terms, one between the cellar variable1 and TWI, and one between the cellar variable and precipi-
tation. As the figure shows, the former model performs worse than the models presented in the 
paper, both in terms of mean squared error (MSE) and Brier score. While the latter model leads 
to slightly improved performance in terms of MSE, the model without interaction terms outper-
forms it slightly under the Brier score.

The inclusion of interaction terms prevents the decomposition into partial risk factors described in 
Section 3.1 of the paper. This decomposition relies on a model that is additive at the log scale and 

Figure 1. Correlation matrix for a range of climatological indices. The indices are calculated per season and per 
insured property, from daily values derived from the seNorge data product. The two indices max_five_day_sum 
consider the highest amount of precipitation (highest sum of daily surface temperatures) over five consecutive 
dates.

1 Factor-variable specifying whether the property has a cellar or not, or whether this is not known.
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does not include interactions across the partial risk factors (topography, climatology, region, and 
building-specific). Maps of partial risks, as presented in the paper, are only possible under this 
risk decomposition, including maps showing future climate risk (Figure 5 in the paper). For ex-
ample, an interaction term between climate covariates and the cellar variable would result in a sep-
arate climate risk map for each level of the cellar variable (including the level “unknown”). Such a 
separation would make the model output less intuitive to use for decision-makers. Combined with 
the performance results shown in Figure 2, this led us to exclude interaction terms in the final model.

More generally, the choice of a GAM results in a highly interpretable model. The spline effects 
shown in Figure 3 of the paper are easy to understand and do not require expert background in sta-
tistics or machine learning. We feel that this is particularly important in the context of a study like ours, 
which is relevant for decision-makers both in insurance and politics, but also of interest to the general 
public concerned with the impacts of climate change. As mentioned by Legrand and Optiz, the issue of 
a covariate shift, where the prediction involves extrapolating beyond the support of the covariate dis-
tribution for the training data, is typical in climate change impact studies. While methods such as ran-
dom forests do not allow for flexibility in how covariate shift is handled, GAMs are highly flexible. We 
are pleased to learn that there is on-going work investigating this more formally than was possible 
within the scope of our paper, and we look forward to see the results of these efforts.

3 Model verification
Several discussion contributions mention the seemingly small improvements in performance when 
including climatological and topographical information, referring to the small differences in the 
scores shown in Figure 1 of the paper (cf. left-hand side plots in Figure 3 of this reply). 
Specifically, Rougier argues that the model improvements become essentially invisible when the 
y-scale is expanded to 0, which would correspond to the score of a perfect prediction. While 
this expansion may seem intuitive at first glance, we believe that it is unjustified, since a perfect 
prediction is unattainable. Proper scores such as the Brier score or the MSE are designed to 
rank competing models. However, comparing the scale of improvement to the score of a perfect 
model is misleading in most cases. An example highlighting this is when predictions are made 
for real-valued quantities and are evaluated by the logarithmic score which is given by the negative 
log-likelihood of the prediction model evaluated in the observation. A perfect prediction would 
here be a point mass in the outcome, which achieves a score of −∞. Clearly, no model improve-
ment would look relevant when the y-scale is extended to −∞.

Figure 3. Mean squared error (MSE, top row) and Brier score (bottom row) for evaluation based on all data (left), 
restricted to Oslo municipality (center) and Bergen municipality (right). The model is estimated using the entire data 
set, only evaluation is restricted to a subset. Scores are calculated using cross-validation, see the paper for details.
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For formally assessing whether the model improvements reported in Figure 1 of the paper are 
relevant, we can test the significance of the score differences. Specifically, we apply permutation 
tests as discussed in Good (2013). Table 1 shows p-values of permutation tests comparing the dis-
tributions of score values for models with or without topographical and meteorological informa-
tion. Only models of the same type are compared here, i.e. a model assuming a Poisson distribution 
based on quarterly data are only compared to other models of this type (corresponding to the 
upper left quadrant of the table). The table shows that the improvement gained by including cli-
matological and/or topographical information compared to using the baseline model is always 
highly significant (p-value of 0.2% or lower). The only score differences that are non-significant 
are the differences in MSE between the model including only climatological information and 
the model including only topographical information.

Moreover, we can give a rough estimate of the monetary value associated with model improve-
ments on the scale reported in Figure 1 of the paper, highlighting the utility of the improvement for 
Gjensidige. Utility is more difficult to measure rigorously than significance, since it typically de-
pends on the way the forecast is used in decision-making. Figure 1 shows a decrease in MSE of 
roughly 0.00001. Since this is on squared scale, we first have to replace the MSE by the mean ab-
solute error, which increases the score difference to roughly 0.0004, between the baseline annual 
Poisson model and annual Poisson model with climatology and topography information. Since we 
evaluate predictions for the expected number of damages for single customers, we multiply this 
value by the number of Gjensidige’s customers (more than 500,000), and by the average payout 
per claim (more than 75,000 NOK). Correspondingly, a drop of 0.0004 in absolute error corre-
sponds to a monetary value of about 17.4 million NOK (about 1.57 million USD) for Gjensidige. 
While this estimation is crude, it highlights the utility of the observed small error improvements by 
including topography and meteorology. The massive scaling involved here is the main reason why 
the y-scale in Figure 1 of the paper should not be interpreted intuitively.

Another important question raised by Rohrbeck concerns to what extent our results are robust 
when attention is focused on sub-regions. Figure 3 shows the scores for the full data (left column, 
corresponding to Figure 1 in the paper), as well as the mean scores for the municipalities of Oslo 
(center column) and Bergen (right column). Oslo and Bergen are Norway’s largest urban areas. 
While it would be interesting to compare to a mostly rural municipality as well, this is difficult 
in practice, since the scores are less robust in such areas due to the generally low numbers of in-
sured properties. The MSE and the Brier score evaluate slightly different aspects of the predictions 
in that for the MSE, we compare the predicted expected number of claims to the observed number 
of claims while for the Brier score, the predicted probability of one or more claims is compared 
against the occurrence of one or more claims.

For the Brier score, Figure 3 (bottom row) shows that while the average scores are overall some-
what higher in Oslo and Bergen than for the national average, the model rankings regarding inclu-
sion of covariates are similar for the two subsets as they are over the full data set. However, we see 
that for the negative binomial model the annual model ranks better than the quarterly model in 
Bergen, contrary to the results for both Oslo and the full data set. This corresponds well with 
Bergen having a maritime climate with less seasonal variation in precipitation while the more con-
tinental climate of Oslo is characterised, among other things, by intense convective precipitation 
events in summer and early fall that are generally associated with a higher risk of water-related 
damage. That is, the quarterly model is able to pick up different dynamics across quarters in loca-
tions with a strong seasonality in claim frequencies.

For the MSE, cf. Figure 3 (top row), the model rankings are similar for Bergen and the full data 
set, while the results for Oslo show a reduction in predictive performance if topographical infor-
mation is included in the model. We believe this effect to be caused by outliers in the Oslo data 
which particularly affect the MSE rather than the Brier score. The Oslo data are partly of slightly 
different character than the data for other parts of the country. For Oslo, the data include several 
housing associations that consist de facto of several apartments, while being listed as a single con-
tract in Gjensidige’s data. For housing associations, it is common to observe multiple claims at 
once while this is rare for other types of housing units. Thus, a small reduction in predicted risk 
can lead to a large difference in squared error if a claim occurs, since the predicted expected num-
ber of claims is usually much smaller than 1. However, we decided not to remove these data points 
from the data set and, furthermore, it is not straightforward to treat such contracts as multiple 
contracts since information on the number of units within each housing association is usually 
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not available in the data set. These considerations are, in fact, a key motivation for us to focus at-
tention on the Brier score as discussed in the paper. Overall, Figure 3 shows that our conclusion of 
improved model performance through topographical and climatological information is quite ro-
bust, despite substantial variability of model performance across different regions.

4 Relation to other work
As mentioned by Raftery, Legrand, and Optiz, the modelling challenges we face here are neither lim-
ited to Norway nor the specific application of water damages. Opitz and his collaborators use a more 
sophisticated spatiotemporal model to jointly model the occurrence intensity and size distribution of 
wildfires at a daily temporal resolution (Koh et al., 2023; Pimont et al., 2021). Their modelling frame-
work seems well suited for the task, and specifically, it seems appropriate to jointly model the occur-
rence risk and the expected size of a wildfire. For water damage claims on the other hand, claim sizes 
depend on external factors such as real estate valuations and construction costs which are challenging 
to project far into the future. It thus seems appropriate to focus on the occurrence risk of water dam-
ages when considering projections into the far future. For modelling the wildfire occurrence intensity, 
Pimont et al. (2021) and Koh et al. (2023) apply a log-Gaussian Cox process (LGCP) model which is 
closely linked to our Poisson model, since estimating the LGCP corresponds to performing a Poisson 
regression with a logarithmic link function. Similarly, as discussed in e.g. Jullum et al. (2020), the 
negative binomial model may also be linked to certain types of point process models.

Several, free or subscription-based, products exist that inform users in certain regions of local 
risks from natural hazards such as flooding, wildfires, heat, and wind. Raftery mentions, for ex-
ample, the free online tool Risk Factor2 which provides such information for locations in the 
United States. The methodology behind their assessment of fluvial, pluvial, and coastal flood 
risk is described in Bates et al. (2021). As Bates et al. (2021) describe, the tool provides a detailed 
and impressive assessment of water levels. However, it appears that the water level estimates are 
not associated with building-specific information or damage data. We believe that this is one of the 
main strengths of our analysis, namely that we are able to construct a building-specific risk model 
that includes both environmental and building attributes and that is based on building-specific 
damage data, the key ingredient that facilitates precise individual risk discrimination.
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We thank the discussants for their engaging comments and contributions to the discussion. The 
paper and the following discussion have been extremely useful in allowing us to hear a range of 
opinions on this important area of research, both from a methodological and application perspec-
tive. We also thank the authors of the other discussion paper from this discussion meeting, titled 
‘Assessing present and future risk of water damage using building attributes, meteorology and top-
ography’ (Heinrich-Mertsching et al., 2021), for their interesting and well-motivated research, 
and for contributing to an excellent discussion session in person.

Our aim was to present a short analysis of two different climate change data sets that both re-
quired adaptation of standard methodologies in order to conduct an extreme value analysis and 
thereby answer the research questions posed. The two case studies were intended to demonstrate 
that useful extreme value analysis could be conducted on a wide range of topics even when stand-
ard methodologies are not applicable. Within the limit posed by the short format of paper, we 
hope to have motivated further applied extreme value analysis that is flexible in methodology de-
pending on the type of data that is being analysed.

The decision not to incorporate spatial dependence into the models was raised in many of the 
discussants’ responses. We decided not to include spatial dependence in the work for several rea-
sons. We agree with the points made by various discussants around the importance of spatial mod-
el considerations, and the decision not to include our spatial analysis within this paper was 
primarily made to emphasise the message of the paper—the importance of using context—than 
it was to produce the most realistic model. Spatial dependence could certainly be used in both cases 
and our ongoing work (yet to be published) has developed such a model for the Greenland ice sheet 
data. Models without spatial considerations allowed us to display at least two applications of ex-
treme value methods to climate change data sets within a short paper whilst maintaining the con-
textual approach that we were aiming to present.

Furthermore, we feel that in recent years, innovative marginal modelling has been overlooked, 
yet it is crucial for accurate analysis not least as it is an integral part of any spatial model. By fo-
cusing on marginal models, we were able to display the benefits of contextual, parsimonious mod-
els, showing that potential modelling solutions to climate change problems do not necessarily 
require complexity in order to be useful.

Professor Richard L. Smith comments on the zero probability problem were greatly appreciated 
for providing some additional context on the setting of the work. The analysis of The World 
Weather Attribution group (Philip et al., 2022)—as Professor Smith mentioned—was a key mo-
tivator for our paper. Our aim was to suggest a reasonably simple alternative to the modelling ap-
proaches provided by this group that more accurately captured the extent of extreme temperature 
events. A Bayesian approach could also have achieved this, and is a potential future direction for 
the work if we get the opportunity to develop it further. The climate variable approach is an 
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interesting development of climate change-based extreme value analysis. The point made around 
communication of extreme temperatures and their probabilities is well made and of great import-
ance when considering the impact of this type of analysis. Displaying the probability of extreme 
temperatures given different scenarios potentially allows for more informed discussions on future 
policies, and could be useful in communicating the results of extreme value analysis to those out-
side of the topic area.

We thank Professor Adrian E. Raftery for their thorough discussion of the model choices, and 
the benefits of both physical considerations and physical models. As mentioned earlier, we agree 
with the points around the potential of spatial structure to improve the models, especially for some 
research purposes. The discussion of the research question being asked is well made. The results of 
the US heatwave analysis could certainly be extended or re-framed depending on the research 
questions under consideration; our focus was more on the methodology than on the implications 
of the results. Other models, such as numerical weather prediction models, can be capable of fore-
casting extreme temperatures such as the 2021 heatwave, and it is reasonable to suggest that the 
inclusion of physical details within the model structure could improve future analyses. This was 
easier to display concisely for the Greenland ice sheet case study, as the expertise of the authors 
was more suited to the physics of ice sheets than of land surface temperatures.

The point made by Professor Raftery on the choice to use ice surface temperatures rather than 
binary melt data is another interesting point of discussion. This was considered at length early on 
in our work. We chose to use ice surface temperatures because of the extra level of detail that can 
be gained from modelling these over binary melt observations. There are clear challenges of work-
ing with this type of data, but if we are able to model temperatures accurately we can observe the 
entire distribution of ice surface temperatures, allowing us to gain insight into broader tempera-
ture trends across the ice sheet and across temperatures of all magnitudes, distributional properties 
of temperatures, and modelled probabilities of melt/specific temperatures in addition to answering 
the same melt-based questions that can be answered using binary melt data. Temperatures outside 
of typical melt zones can illustrate larger-scale temperature trends, as temperatures in colder areas 
may be increasing at different rates to those in melt zones. The motivation for spatial considera-
tions is well made and subsequent work has included spatial model components, and the examples 
provided by Professor Raftery demonstrate the benefits of this approach.

Dr. Saralees Nadarajah provided interesting comments on the motivation of the work and the 
use of random effects. We appreciate the highlighting of the countries studied within this paper 
and we agree that the countries that will feel the greatest immediate impacts of climate change 
are in the developing world. A major motivation for this study was to demonstrate how conclu-
sions can differ radically depending on the model assumptions. The regions were chosen since 
data were easy to access, allowing us to focus on modelling assumptions rather than on data chal-
lenges. It is a good point that other countries may be at greater risk from the impacts of climate 
change, and therefore data sets in other areas of the world where impacts are more immediate 
or of greater risk will be considered when deciding on study regions for future work if they are 
available. It is also worth noting that a motivation for modelling ice sheet melt is to understand 
sea level rise, which will impact low-lying, underdeveloped countries—such as Bangladesh—the 
most. We also appreciate the additional detail of the Pareto type II distribution.

Ankur Dutta’s explanation of the Block Maxima approach fits well with our choice to use the al-
ternative Peak over Threshold approach for the US case study, as we wanted to use as much of the 
data as possible whilst ensuring that the asymptotic assumptions of the approach remained true. 
Particularly within the context of the heatwave occurring over multiple days, having a threshold 
made more sense than taking block maxima as it allowed all extreme value to contribute to the model 
inference. For the Greenland case study, we aimed to understand both the properties of melt temper-
atures and their prevalence. Initial testing showed standard threshold and Block Maxima approaches 
to be inconsistent, and no fixed or quantile threshold method could be consistently applied across the 
ice sheet due to the diversity of surface conditions and the complexity of the melt process.

We thank Dr. Christine P. Chai for their suggestion of applying the Gaussian mixture model to the 
lower tail in addition to the upper tail. Although it is not the focus of this paper, there is potential for 
examining trends in the lower tail since the mixture model captures the entire temperature distribu-
tion rather than just the upper tail. We previously considered some initial research questions based 
on lower quantiles of the distribution or negatively extreme temperatures. On the ice sheet, this 
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could provide evidence of warmer winters, and in other land areas the suggested impacts of such 
temperatures on humans and properties could be interesting to examine in more detail.

Professor Valérie Chavez-Demoulin, Professor Anthony C. Davison, and Dr. Erwan Koch’s de-
scription of using r order statistics for each year makes a good case for using such a method when 
the selection of a threshold is difficult, in addition to providing a potentially more stable interpret-
ation of the model parameters. Consideration of phenomena such as heat-domes would also be 
interesting to consider, as we chose to examine data only based on local or global temperatures 
rather than on specific phenomena that could influence temperatures. The notes on the computa-
tional aspect of the model are also appreciated, as is the suggestion of further local covariates. In 
further analysis of the Greenland ice surface temperatures, we used more localised covariates to 
look at spatial trends in temperatures, and this could similarly be done for the US work.

Professor Miguel de Carvalho, Ms Alina Kumukova, and Vianey Palacios Ramı́rez’s comments 
on the approach taken in our analysis and other potential modelling considerations suggest other 
methods that are also valued within a contextual approach to extreme value modelling. The need 
for Bayesian approaches both semi- and non-parametric is clearly described and thought- 
provoking, and we appreciate the efforts to use methods beyond standard modelling techniques. 
It is encouraging to hear the shared enthusiasm for other modelling techniques, and from this and 
other discussants’ comments, the need for Bayesian approaches is highlighted as a useful area for 
further work. The points around the Extended Generalised Pareto Distribution and non- 
stationary multivariate extreme value models are also very appreciated. The non-stationary multi-
variate extreme value models in particular are of interest for future work, and although they were 
beyond the scope of this paper, adding random effects into these contexts could aid spatial analysis 
similarly to the other suggestions of adding spatial considerations to our modelling approaches.

We really appreciated the discussion, comments, and feedback on the work throughout the dis-
cussion paper process. It was extremely useful to hear so many opinions and comments on our 
work and that our approach towards extreme value analysis is shared by other researchers. 
We will aim to take on board as many of the comments as we can, and hope that our work 
may motivate further contextual work within an extreme value analysis in the near future.

Conflicts of interest: None declared.

Data availability
The MODIS data is available online (https://doi.org/10.5067/7THUWT9NMPDK) from the 
Multilayer Greenland Ice Surface Temperature, Surface Albedo, and Water Vapor from 
MODIS, Version 1 dataset. The AWS station data is available to download online (https://doi. 
org/10.22008/promice/data/aws) from PROMICE. The US weather station temperature data is 
available to download online (https://www.ncei.noaa.gov/products/land-based-station/global- 
historical-climatology-network-daily) from The Global Historical Climatology Network daily 
database.
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