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Approximate methods for estimating the numbers of synonymous and nonsynonymous substitutions between two
DNA sequences involve three steps: counting of synonymous and nonsynonymous sites in the two sequences,
counting of synonymous and nonsynonymous differences between the two sequences, and correcting for multiple
substitutions at the same site. We examine complexities involved in those steps and propose a new approximate
method that takes into account two major features of DNA sequence evolution: transition/transversion rate bias and
base/codon frequency bias. We compare the new method with maximum likelihood, as well as several other ap-
proximate methods, by examining infinitely long sequences, performing computer simulations, and analyzing a real
data set. The results suggest that when there are transition/transversion rate biases and base/codon frequency biases,
previously described approximate methods for estimating the nonsynonymous/synonymous rate ratio may involve
serious biases, and the bias can be both positive and negative. The new method is, in general, superior to earlier
approximate methods and may be useful for analyzing large data sets, although maximum likelihood appears to
always be the method of choice.

Introduction

Estimation of synonymous and nonsynonymous
substitution rates is important in understanding the dy-
namics of molecular sequence evolution (Kimura 1983;
Gillespie 1991; Ohta 1995). As synonymous (silent) mu-
tations are largely invisible to natural selection (but see
Akashi 1995), while nonsynonymous (amino- acid-re-
placing) mutations may be under strong selective pres-
sure, comparison of the rates of fixation of those two
types of mutations provides a powerful tool for under-
standing the mechanisms of DNA sequence evolution.
For example, variable nonsynonymous/synonymous rate
ratios among lineages may indicate adaptive evolution
(Messier and Stewart 1997) or relaxed selective con-
straints along certain lineages (Crandall and Hillis
1997). Likewise, models of variable nonsynonymous/
synonymous rate ratios among sites may provide im-
portant insights into functional constraints at different
amino acid sites and may be used to detect sites under
positive selection (Nielsen and Yang 1998).

The simplest problem in this regard is estimation
of the numbers of synonymous (dS) and nonsynonymous
(dN) substitutions per site between two sequences. In the
past two decades, a number of intuitive methods have
been suggested for this estimation. They involve ad hoc
treatments that cannot be justified rigorously, and they
will be referred to here as approximate methods. In com-
mon, they involve three steps. First, the numbers of syn-
onymous (S) and nonsynonymous (N) sites in the se-
quences are counted. Second, the numbers of synony-
mous and nonsynonymous differences between the two
sequences are counted. Third, a correction for multiple
substitutions at the same site is applied to calculate the
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numbers of synonymous (dS) and nonsynonymous (dN)
substitutions per site between the two sequences. Here,
we use the notation of Nei and Gojobori (1986, referred
to later as ‘‘NG’’), which appears to be the most com-
monly used approximate method; definitions of symbols
are given in table 1. The reader is referred to Ina (1995,
1996) for a recent discussion of important concepts.
While the above strategy appears simple, well-known
features of DNA sequence evolution, such as unequal
transition and transversion rates and unequal nucleotide
or codon frequencies, make it a real challenge to count
sites and differences correctly.

Miyata and Yasunaga (1980) and Perler et al.
(1980) were the pioneers in this endeavor and developed
the basic concepts (see also the simulation study of Go-
jobori 1983). The nucleotide substitution (mutation)
model underlying the method of Miyata and Yasunaga
(1980) and its simplified version (Nei and Gojobori
1986) is the JC69 model (Jukes and Cantor 1969). JC69
is also the underlying mutation model in the method of
Li, Wu, and Luo (1985), although the method uses the
two-parameter model of Kimura (1980) to correct for
multiple hits at the same site. Here, we follow Ina
(1995) and use the word ‘‘mutation’’ to refer to DNA-
level processes before the operation of natural selection
at the protein level, although synonymous mutations
may also be under selective constraints (Akashi 1995).
As transitions are more likely to be synonymous at third
positions than are transversions, use of the JC69 model
to count sites tends to underestimate the number of syn-
onymous sites and overestimate the number of nonsy-
nonymous sites. The method of Li, Wu, and Luo (1985)
has been improved by Li (1993), Pamilo and Bianchi
(1993), and Comeron (1995) to correct for this bias in
counting sites. Ina (1995) appears to be the first to fully
account for the transition/transversion bias in all steps
of the estimation. We note that the underlying mutation
(substitution) models used in all of the above methods
are no more realistic than that of Kimura (1980). Mo-
riyama and Powell (1997) made a useful attempt to cor-
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Table 1
Definitions of Major Symbols

Symbol Definition

S . . . . .
N. . . . .

Number of synonymous sites in a sequence
Number of nonsynonymous sites in a sequence

Lc . . . . Number of codons in the sequence (5(S 1 N)/3)
dS . . . . Number of synonymous substitutions per synonymous site
dN . . . . Number of nonsynonymous substitutions per nonsynony-

mous site
t . . . . . Time (distance), measured by the expected number of nucle-

otide substitutions per codon, (5dS 3 3S/(S 1 N) 1 dN

3 3N/(S 1 N))
v. . . . . Nonsynonymous/synonymous rate ratio (5dN/dS)
k . . . . . Transition/transversion (mutation) rate ratio
pj . . . . Equilibrium frequency of codon j
r . . . .1

S Proportion of synonymous sites (5S/(S 1 N))
r . . . .1

N Proportion of nonsynonymous sites (51 2 r 5 N/(S 1 N))1
S

r . . . .*S Proportion of synonymous substitutions (5SdS/(SdS 1 NdN))
r . . . .*N Proportion of nonsynonymous substitutions (51 2 r 5*S

NdN/(SdS 1 NdN))

rect for biased base frequencies. Their modification,
however, is limited to multiple-hit correction, and base
frequency bias is not considered in the important steps
of counting sites and differences.

A maximum-likelihood (ML) method for estimat-
ing dS and dN between two sequences was developed by
Goldman and Yang (1994) based on an explicit model
of codon substitution. The ML method does not involve
ad hoc approximations. Furthermore, the ML method is
flexible in that knowledge of the substitution process
such as transition/transversion bias, codon usage biases,
and even chemical differences between amino acids can
easily be incorporated into the model.

Relying on insights gained through previous meth-
ods, particularly ML estimation, we propose in this pa-
per an approximate method for estimating dS and dN that
accounts for two major features of DNA sequence evo-
lution: the transition/transversion bias and the base (co-
don) frequency bias. We examine the similarities and
differences among the ML method, the approximate
method of this paper, and two other approximate meth-
ods by a consistency analysis of infinitely long sequenc-
es and computer simulation of finite data. A real data
set is also analyzed using different estimation methods.

Methods for Estimating Synonymous and
Nonsynonymous Rates
Maximum-Likelihood Estimation

First, we describe the ML method of Goldman and
Yang (1994) to introduce the notation and to provide
justification for certain steps in our approximate method.
An explicit model of codon substitution is required by
the ML method. The model we consider in this paper is
a simplified version of the model of Goldman and Yang
(1994). The substitution rate from any sense codons i to
j (i ± j) is given by

0, if i and j differ at more than one position,

p , if i and j differ by a synonymousj
transversion,

kp , if i and j differ by a synonymous transition,jq 5ij
vp , if i and j differ by a nonsynonymousj

transversion,

vkp , if i and j differ by a nonsynonymous j
transition.

(1)

Parameter k is the (mutational) transition/transversion
rate ratio, and v 5 dN/dS is the nonsynonymous/syn-
onymous rate ratio. The equilibrium codon frequencies
(pj) are calculated using the nucleotide frequencies at
the three codon positions; that is, codon frequencies are
proportional to the products of nucleotide frequencies at
the three codon positions. This approach was found to
produce results similar to those obtained using all codon
frequencies as free parameters, although codon frequen-
cies are often quite different from those expected from
nucleotide frequencies at codon positions (e.g., Gold-
man and Yang 1994; Pedersen, Wiuf, and Christiansen
1998; Yang and Nielsen 1998). We note that different
assumptions about codon frequencies can be easily in-
corporated into the ML method and the approximate
method of this paper. Equation (1) is similar to the sim-
ulation model of Gojobori (1983) and the likelihood
model of Muse and Gaut (1994), although those authors
did not consider the transition/transversion rate bias or
different base frequencies at the three codon positions.

The diagonal elements of the rate matrix, Q 5
{qij}, are determined by the mathematical requirement
(e.g., Grimmett and Stirzaker 1992, p. 241) that the row
sums are zero:

q 5 0, for any i. (2)O ij
j

Because time and rate are confounded, we multiply the
rate matrix by a scaling factor so that the expected num-
ber of nucleotide substitutions per codon is one:

2 p q 5 p q 5 1. (3)O O Oi ii i ij
i i j±i

This scaling means that time t (or, equivalently, branch
length or sequence distance) is measured by the ex-
pected number of (nucleotide) substitutions per codon.

The transition probability matrix is calculated as

P(t) 5 {pij(t)} 5 eQt, (4)

where pij(t) is the probability that codon i will become
codon j after time t. The probability of observing a co-
don site with codons i and j in the two sequences is then

fij(t) 5 pipij(t). (5)

The log-likelihood function is given by the multi-
nomial probability

,(t, k, v) 5 n log{ f (t)} 5 n log{p p (t)}, (6)O Oij ij ij i ij
i,j i,j

where nij is the number of sites occupied by codons i
and j in the two sequences. The codon frequencies pi
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34 Yang and Nielsen

are estimated using the observed nucleotide frequencies
at the three codon positions in the two sequences. Pa-
rameters t, k, and v are estimated by maximizing the
likelihood function numerically, and the estimates are
used to calculate dS and dN. Specifically, the proportions
of synonymous and nonsynonymous substitutions are
given as

r* 5 p q (7)OS i ij
i±j

aa 5aai j

and r 5 1 2 r , respectively. The summation is taken* *N S
over all codon pairs i and j (i ± j) that code for the
same amino acid, and aai is the amino acid encoded by
codon i. The numbers of synonymous and nonsynony-
mous substitutions per codon are then tr and tr , re-* *S N
spectively. The proportions of synonymous and nonsy-
nonymous sites are defined as the proportions of syn-
onymous and nonsynonymous ‘‘mutations’’ before the
operation of natural selection at the amino acid level
(Goldman and Yang 1994; Ina 1995). These can be cal-
culated in a manner similar to equation (7) as r and1

S
r (equivalent to r and r in Goldman and Yang 1994),1 ` `

N S N
using the ML estimate of k but with v 5 1 fixed. The
numbers of synonymous and nonsynonymous sites per
codon are 3r and 3r , respectively. The numbers of1 1

S N
synonymous and nonsynonymous substitutions per site
are then dS 5 tr /(3r ) and dN 5 tr /(3r ), respectively1 1* *S S N N
(see table 1).

A New Approximate Method

We suggest an approximate method for estimating
dS and dN using the strategy adopted by previous au-
thors: counting sites, counting differences, and correct-
ing for multiple hits. In all three steps, we take into
account the transition/transversion rate bias and the base
(codon) frequency bias. Approximately, our method is
based on the HKY85 nucleotide mutation (substitution)
model (Hasegawa, Kishino, and Yano 1985). Although
this is not the most general model available, it accounts
for two most important features of the mutation process,
that is, the transition/transversion bias and unequal base
frequencies. Previous results (e.g., Yang 1994a) suggest
that adding further complication is often unnecessary.

Estimating the Transition/Transversion Rate Ratio (k)

We use the fourfold-degenerate sites at the third
codon positions and the nondegenerate sites to estimate
k. Mutations at the fourfold-degenerate sites do not
change the amino acid, and thus the transition/transver-
sion rate bias at those sites should reflect the mutational
bias. Mutations at nondegenerate sites all lead to amino
acid changes and can also be used to estimate k (see eq.
1). Here, we assume that different nonsynonymous sub-
stitutions have the same rate irrespective of the pair of
amino acids involved, although the assumption is un-
realistic (Yang, Nielsen, and Hasegawa 1998). We cal-
culate an average of k, weighted by the numbers of nu-
cleotide sites in the two site classes. Since no simple
formula is available for estimating k under the HKY85
model, we use the formula for the F84 model (Yang

1994b) instead, relying on the similarity of the two mod-
els. We calculate

A 5 {2(p p 1 p p ) 1 2(p p p /p 1 p p p /p )T C A G T C R Y A G Y R

3 [1 2 V/(2p p )] 2 T}Y R

4 [2(p p /p 1 p p /p )],T C Y A G R

V
B 5 1 2 ,

2p pY R
(8)

where T and V are proportions of transitional and trans-
versional differences, respectively, and pY 5 pT 1 pC
and pR 5 pA 1 pG. Then,

a 5 2log{A}, b 5 2log{B}, (9)

and

k 5 a/b 2 1,F84

t 5 [4p p (1 1 k /p ) 1 4p p (1 1 k /p )T C F84 Y A G F84 R

1 4p p ] 3 bY R (10)

(Yang 1994b). The estimated kF84 is then transformed to
k (i.e., kHKY85) using the following formula (see Gold-
man 1993)

(p p /p 1 p p /p )kT C Y A G R F84k 5 1 1 . (11)HKY85 p p 1 p pT C A G

For data of multiple sequences, we suggest estimating a
common k by averaging estimates from all pairwise
comparisons and using the combined estimate of k in
the calculation of pairwise dN and dS rates.

Counting Synonymous and Nonsynonymous Sites

Ina’s (1995) table 1 for counting synonymous and
nonsynonymous sites in each codon is correct for mu-
tation models more general than that of Kimura (1980),
although Ina’s table involves minor errors for codons
that can change to stop codons in one step. In general,
synonymous and nonsynonymous sites can be counted
as in the ML method discussed above for any codon-
substitution model (Goldman and Yang 1994). We count
sites using codons in the two compared sequences, rath-
er than the equilibrium codon frequencies expected from
the model (see discussion in Yang and Nielsen 1998).
As there should be about 4% loss of sites due to mu-
tations to stop codons, this scaling means that we are
slightly underestimating dS and dN, although the v ratio
is not affected (Yang and Nielsen 1998). The numbers
of sites (S and N) are scaled so that S 1 N 5 3Lc, where
Lc is the number of codons. Nucleotide frequencies at
synonymous and nonsynonymous sites are recorded and
used later for multiple-hit corrections.

Counting Synonymous and Nonsynonymous
Differences

Observed nucleotide differences between the two
sequences are classified into four categories: synony-
mous transitions, synonymous transversions, nonsynon-
ymous transitions, and nonsynonymous transversions.
When the two compared codons differ at one position,
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Estimating dN/dS Rate Ratios 35

FIG. 1.—Two parsimonious pathways between codons TTA and CTC. Probabilities are calculated using parameter estimates for the human
and orangutan mitochondrial genes.

the classification is obvious. When they differ at two or
three positions, there will be two or six parsimonious
pathways along which one codon could change into the
other, and all of them should be considered. Since dif-
ferent pathways may involve different numbers of syn-
onymous and nonsynonymous changes, they should be
weighted differently. Miyata and Yasunaga (1980) and
Li, Wu, and Luo (1985) made valuable attempts to
weight pathways. They also pointed out that equal
weighting of pathways, which is used in later methods
such as those of Nei and Gojobori (1986) and Ina
(1995), biases estimates of v toward 1; that is, equal
weighting tends to overestimate v when v , 1 and to
underestimate v when v . 1.

The most appropriate weights are the relative prob-
abilities of pathways, which we will use in the new ap-
proximate method. The probabilities depend on the pa-
rameters being estimated: the sequence divergence level
(t), the transition/transversion rate ratio (k), and the dN/
dS ratio (v). For given values of t, k, and v, it is easy
to construct the rate matrix Q and calculate the transition
probability matrix P(t) (see eqs. 1 and 4). We use the
Taylor expansion in this case for its fast speed.

QtP(t) 5 e

1 1
2 35 I 1 Qt 1 (Qt) 1 (Qt) 1 · · · . (12)

2! 3!

The number of terms used is determined by a preset
accuracy level. The weight, that is, the probability for
each pathway, is calculated as the product of the prob-
abilities of all changes involved in the pathway. Path-
ways involving stop codons are given weight 0. If all
pathways involve stop codons (for example, between
AAG and TGG in the mammalian mitochondrial code),
ad hoc decisions have to be made.

An example is given in figure 1 using a pair of
codons in the mitochondrial genes of the human and the
orangutan. The concatenated sequence of 12 genes on
the H-strand has 3,331 codons (see below). Between the
two sequences, 1,198 codons are different at one posi-
tion, 151 are different at two positions, and 21 are dif-
ferent at all three positions. The 329th codon is TTA in
the human and CTC in the orangutan. Transition prob-
abilities for changes involved in each of the two path-
ways are given in figure 1, calculated using the estimates
obtained by the new method (t 5 0.873, k 5 10.61, and
v 5 0.057). The probability for the first path is then
pTTA,TTC(t) 3 pTTC,CTC(t) 5 0.00541 3 0.04974 5
0.00027, while that for the second path is 0.29219 3

0.08679 5 0.02536. Weights for the two pathways are
thus 0.011 and 0.989, and there are 0.022 nonsynony-
mous and 1.978 synonymous differences between the
two codons. Since the nonsynonymous rate is much
lower than the synonymous rate (v , 1), the first path
is much less likely. Equal weighting of pathways would
give one synonymous and one nonsynonymous differ-
ence between the two codons. Other codon pairs may
not be so extreme, as the different pathways may in-
volve the same numbers of different types of changes.

Correcting for Multiple Hits Using Estimated Numbers
of Sites and Differences

We use the distance formula (eq. 10) for the F84
model (Tateno, Takezaki, and Nei 1994; Yang 1994b) to
correct for multiple substitutions at the same site to cal-
culate dS and dN. For each of the synonymous and non-
synonymous site classes, the proportions of transitional
and transversional differences are calculated separately
to give T and V for use in equation (8). Different base
frequencies are also used for the two site classes. The
correction formula used here, as well as those used in
all previous approximate methods, is ad hoc. The for-
mula is derived from a Markov process of nucleotide
substitution with four states, where each nucleotide can
change into one of three other nucleotides. When the
formula is used for synonymous (or nonsynonymous)
sites only, this basic assumption of the Markov model
is violated (Lewontin 1989). However, a proper treat-
ment of the evolutionary process at synonymous and
nonsynonymous sites appears to require the use of a
codon substitution model, as in the likelihood method,
and an analytical derivation of a correction formula
based on such a model seems intractable.

The Algorithm

Our method for estimating dS and dN can be sum-
marized in the following iterative algorithm.

1. Estimate k from the fourfold-degenerate sites and the
nondegenerate sites under the HKY85-F84 model us-
ing base (codon) frequencies from the real data. The
estimated k is used in later steps.

2. Count the numbers of synonymous and nonsynony-
mous sites (S and N, respectively) using the estimated
k and the observed base (codon) frequencies.

3. Choose starting values for t and v (e.g., using esti-
mates from the NG method).

4. Count the numbers of synonymous and nonsynony-
mous differences (both transitions and transversions)
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Table 2
Base Frequencies at Codon Positions in Two Data Sets

T C A G

Primate mitochondrial protein-coding genes
Position 1 . . . .
Position 2 . . . .
Position 3 . . . .

0.205
0.410
0.151

0.283
0.279
0.433

0.308
0.190
0.371

0.204
0.121
0.045

HIV-1 env genes
Position 1 . . . .
Position 2 . . . .
Position 3 . . . .

0.190
0.289
0.249

0.162
0.188
0.169

0.367
0.302
0.368

0.281
0.221
0.214

using k, the codon frequencies, and the current values
of t and v. The transition probability matrix P(t) is
calculated by equation (12) and used to weight path-
ways when the two codons differ at more than one
position. This step generates the proportions of tran-
sitional (T) and transversional (V) differences for
each of the synonymous and nonsynonymous site
classes.

5. Correct for multiple hits to calculate dS and dN using
counts of sites and differences and base frequencies
at synonymous and nonsynonymous sites. This step
updates t and v: t 5 dS 3 3S/(S 1 N) 1 dN 3 3N/
(S 1 N), and v 5 dN/dS.

6. Repeat steps 4–5 until the algorithm converges.

In general, two or three rounds of iteration are suf-
ficient. Some variations of the above algorithm are pos-
sible. For example, one may use an estimate of k ob-
tained externally. Furthermore, no iteration is needed if
pathways are weighted equally when counting differ-
ences.

Comparison of Methods for Estimating dS and dN

We examine the performance of the following four
methods for estimating dS and dN: ML (Goldman and
Yang 1994), NG (Nei and Gojobori 1986), the method
of Ina (1995; Method I), and the method of this paper.
PAML (Yang 1999) was used for the ML and NG meth-
ods, and Ina’s program was used for Ina’s method. For
error-checking, independent programs for the new meth-
od were written by the two authors.

Two approaches are taken to evaluate the methods.
The first examines infinitely long sequences and may be
termed a ‘‘consistency analysis.’’ Instead of the ob-
served codons in the two sequences, the data consist of
the expected frequencies (fij) of all 61 3 61 codon ‘‘site
patterns,’’ calculated using equation (5) for given pa-
rameters t, k, v, and codon frequencies pj. ML estimates
are known to be statistically consistent when the model
is correct (Stuart, Ord, and Arnold 1999, chapter 18).
Since the dN and dS rates (and their ratio) are defined as
functions of parameters t, k, v, and pj, ML estimates of
dN and dS will also be consistent. Approximate methods,
including the method of this paper, involve ad hoc ap-
proximations and in general do not give the true values
as estimates. They are statistically inconsistent. How-
ever, a good approximate method should not deviate too
far from the truth with an infinite amount of data. The
second approach we take is computer simulation. Finite
data sets are generated by simulation and then analyzed
by different methods to examine their biases and sam-
pling variances.

We examine effects of the transition/transversion
rate ratio (k), base (codon) frequencies, and the selective
pressure on the gene reflected in parameter v. We ini-
tially fix t 5 1 nucleotide substitution per codon, al-
though the effect of sequence divergence is examined
later. For a neutral gene (v 5 1), this translates to 1/3
synonymous and 1/3 nonsynonymous substitutions per
site. Three values of v are considered: v 5 1 (no se-
lection), v 5 0.3 (purifying selection) and v 5 3 (pos-

itive selection). Estimates of v (dN/dS) from real data
vary widely from gene to gene, and v 5 0.3 appears to
represent moderate purifying selection (see, e.g., Ohta
1995; Li 1997; Yang and Nielsen 1998; Eyre-Walker
and Keightley 1999). There are not many genes under
positive selection, but estimates at about v 5 3 are
found in real data (e.g., Lee, Ota, and Vacquier 1995;
Messier and Stewart 1997). Three sets of base frequen-
cies at codon positions are used. The first set has equal
base (codon) frequencies. The second set is from pri-
mate mitochondrial protein-coding genes and has very
biased base frequencies. The third set is from HIV env
genes (table 2). The universal genetic code is used in
both the consistency analysis and the computer simu-
lation.

Consistency Analysis Using Infinite Data
Consistency is the property that the estimate con-

verges to the true value of the parameter as the amount
of data approaches infinity. While consistency is a weak
requirement, the approximate methods examined here
are all inconsistent. It is nevertheless interesting to ex-
amine which steps of the approximate methods (i.e.,
counting sites, counting differences, and correcting for
multiple hits) cause the bias. This is relatively easy since
infinite data do not involve sampling errors, and esti-
mates of sites (S and N) and rates (dS and dN) can be
directly compared with the correct values.

Estimates of v by different methods are plotted
against the transition/transversion rate ratio k for differ-
ent values of the dN/dS ratio (v). Results for the three
sets of codon frequencies are shown in figure 2A–I.

Equal Codon Frequencies
We consider the NG method first. When base (co-

don) frequencies are equal and transition and transver-
sion rates are equal (k 5 1), assumptions of the NG
method are largely satisfied. In this case, NG indeed
gives estimates close to the true values. Estimates of v
given by NG when k 5 1 are 1.001, 0.318, and 2.523
for the true v 5 1, 0.3, and 3, respectively (fig. 2A–C).
The method is biased toward 1 when the true v ± 1
due to its use of equal weighting of pathways when
counting sites. When there is transition bias (k . 1),
NG underestimates the v ratio, and the bias is more
serious when the transition bias is more extreme. This
bias is mainly generated in the step of counting sites.

The case of k 5 10 is explored in table 3, which
shows that NG substantially underestimates v and gives
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FIG. 2.—Estimates of v (5dN/dS) as a function of k for infinite data. The methods are ML (dotted lines, true values), NG (dashed lines),
Ina’s (1995) method (mixed lines), and the method of this paper (thick lines). Sequences of 2,000,000 codons were simulated for Ina’s method,
while for other methods, the data are the expected frequencies of the 61 3 61 site patterns. The universal genetic code is used. Three selection
schemes are used: (A, D, and G) no selection (v 5 1), (B, E, and H) purifying selection (v 5 0.3), and (C, F, and I) positive selection (v 5
3). Three sets of base/codon frequencies are used: (A–C) equal frequencies, (D–F) frequencies from the primate mitochondrial protein-coding
genes, and (G–I) frequencies from the HIV-1 env genes.

Table 3
Estimates of dN, dS, and v in Infinite Data by Different Methods when k 5 10

True Values (ML) NG Ina (1995) YN (this paper)

Equal codon frequencies
(S% 5 32.5%) (S% 5 25.3%) (S% 5 33%) (S% 5 32.6%)

0.333
0.190
0.426

0.333
0.633
0.142

1
0.3
3

0.277
0.166
0.340

0.413
0.771
0.188

0.669
0.216
1.812

0.346
0.202
0.434

0.343
0.646
0.158

1.010
0.312
2.749

0.332
0.190
0.423

0.329
0.642
0.141

1.009
0.295
3.001

Mitochondrial codon frequencies
(S% 5 23.7%) (S% 5 26.7%) (S% 5 31–32%) (S% 5 23.7%)

0.333
0.215
0.396

0.333
0.715
0.132

1
0.3
3

0.291
0.204
0.330

0.253
0.463
0.115

1.151
0.439
2.878

0.348
0.237
0.397

0.221
0.407
0.101

1.575
0.582
3.925

0.291
0.198
0.336

0.316
0.665
0.129

0.922
0.298
2.592

HIV codon frequencies
(S% 5 28.5%) (S% 5 24.0%) (S% 5 30–32%) (S% 5 28.6%)

0.333
0.200
0.411

0.333
0.668
0.137

1
0.3
3

0.272
0.176
0.321

0.370
0.699
0.170

0.735
0.252
1.884

0.339
0.213
0.399

0.298
0.555
0.143

1.139
0.385
2.795

0.312
0.193
0.378

0.320
0.659
0.135

0.974
0.293
2.799

NOTE.—The three values listed for each method are dN, dS, and v. Estimates listed for maximum likelihood (ML) are the correct values. S% is the proportion
of synonymous sites. Estimates of k by the new method are 10.2–10.3, 10.4–10.9, and 10.4–10.6 for the three sets of codon frequencies, respectively. Corresponding
estimates by Ina’s method are 10.3–14.0, 4.7–6.0, and 5.5–9.5.
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0.669, 0.216, and 1.812 for v 5 1, 0.3, and 3, respec-
tively. In this case, the proportion of synonymous sites
(S%) should be 33%, but NG (assuming k 5 1) gives
26% (Yang and Nielsen 1998, fig. 3). Use of equal
weighting (assuming v 5 1) in counting differences by
NG tends to bias the estimate of v toward 1. However,
compared with the bias in counting sites, the bias in
counting differences is much less important because
there may not be many pairs of codons that are different
at two or three positions and because different pathways
may involve the same numbers of synonymous and non-
synonymous changes. As mentioned above, NG under-
estimates S considerably (25.5/32.5 5 0.785) when k 5
10, and almost all of this underestimation is translated
into the overestimation of dS (0.3333/0.4134 5 0.806
for v 5 1). For similar reasons, the underestimation of
v by the NG method is more serious for v 5 3 than for
v 5 0.3 (fig. 2B and C). In the latter case, equal weight-
ing assuming v 5 1 in the NG method counterbalances
the effect of ignoring k in counting sites, while in the
former case, the two biases are in the same direction
(table 3).

Ina’s (1995) method gives quite reliable estimates
of v for large values of k (fig. 2A–C). For small values
of k, the method tends to overestimate v when v , 1
and to underestimate v when v . 1. This pattern ap-
pears to be due to the use of equal weighting of path-
ways in counting differences. The method of this paper
underestimates v slightly when the transition/transver-
sion bias is weak (that is, when k is close to 1) and
when v ± 1 (fig. 2B–C).

Primate Mitochondrial Codon Frequencies

Results obtained using base frequencies at the three
codon positions from the primate mitochondrial genes
(see table 2) are shown in figure 2D–F. Estimates of S,
dS, and dN for k 5 10 are shown in table 3. The results
are very different from those of figure 2A–C under equal
codon frequencies. Except for small values of k (k ,
2), Ina’s method performs more poorly than NG. The
two methods give very different counts of sites (S).
While transition bias always leads to more synonymous
sites, the effect of base frequency bias is more compli-
cated. Extreme codon usage bias can cause the propor-
tion of synonymous sites to range from 0% (e.g., when
only codons TTC and TTA are present in the sequences)
to 100% (e.g., when only codons CTT, CTC, CTA, and
CTG are present). There tend to be more synonymous
sites if the two most frequent nucleotides at third posi-
tions are both purines or both pyrimidines.

For the mitochondrial genes, S is much smaller
than expected under equal base frequencies, causing NG
to overestimate rather than underestimate S. For exam-
ple, NG gives S% 5 26.7%, which is higher than the
correct value at either k 5 1 (23.1%) or k 5 10 (23.7%)
(table 3). The overestimation of S caused by ignoring
the base frequency bias more than compensates for the
underestimation caused by ignoring the transition bias.
As a result, NG overestimates v when v 5 1 (with
estimates from 1.1 to 1.3; fig. 2D) or v 5 0.3 (with
estimates from 0.42 to 0.46; fig. 2E). When v 5 3, equal

weighting of pathways (assuming v 5 1) in counting
differences combined with the assumption of no tran-
sition bias (k 5 1) in counting sites cancels the effect
of the base frequency bias in counting sites, such that
NG produces a quite reliable estimate of v (fig. 2F).
Ina’s (1995) method, by considering the transition bias
alone and ignoring the base/codon frequency bias, sub-
stantially overestimates the proportion of synonymous
sites and overestimates v (table 3 and fig. 2D–F). Nev-
ertheless, it should be noted that the observed pattern
depends on the particular set of codon frequencies. For
frequencies from other data sets, NG may be consider-
ably worse than Ina’s method.

The method of this paper is slightly better than NG
for v 5 1 although the two methods have opposite bi-
ases. When v 5 0.3, the new method has little bias.
When v 5 3, the new method underestimates v, with
estimates from 2.5 to 2.6. Since the new method counts
sites correctly (see table 3), the bias must be due to
counting of differences and correction for multiple hits.
Table 3 suggests that the new method underestimates
both dS and dN, but the underestimation of dN is more
serious, leading to underestimation of the v ratio. Apart
from the case in which v 5 3, the new method is better
than both NG and Ina’s method.

HIV env Codon Frequencies

Figure 2G–I shows estimates of v when base/codon
frequencies from the HIV envelope genes (see table 2)
are used. Base frequencies in this gene are less biased
than are those in the mitochondrial genes, and the effect
of ignoring the base frequency bias is minor. For ex-
ample, the correct proportion of synonymous sites at k
5 1 is 21.9%, while NG gives 24.0%, with very slight
overestimation. Patterns in figure 2G- -I are quite similar
to those for equal codon frequencies (fig. 2A–C). Ex-
actly at k 5 1, NG gives the estimates 1.105, 0.371, and
2.554 when the true v 5 1, 0.3, and 3, respectively. The
estimates are biased toward 1, mainly due to the use of
equal weighting in counting differences. When k 5 10,
NG underestimates the proportion of synonymous sites
(24.0% vs. the correct value, 28.5%). The bias is not as
extreme as that in the case of equal codon frequencies,
as unequal base/codon frequencies appear to counter-
balance the effect of transition bias to some extent (ta-
bles 3 and 4).

Ina’s (1995) method overestimates the v ratio be-
cause it ignores the base frequency bias and thus over-
estimates the number of synonymous sites. The bias is
not as extreme as it is for mitochondrial genes. The new
method gives estimates very close to the true values for
v 5 1 and v 5 0.3. When v 5 3, the new method
slightly underestimates the ratio, as in the case of mi-
tochondrial codon frequencies.

Computer Simulations

The data consist of a pair of codon sequences and
are simulated by sampling codon site patterns from the
multinomial distribution specified by the site pattern
probabilities fij (eq. 5). The sequence has Lc 5 100 or
500 codons. Three values of k are used: 1 (no bias), 2
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Table 4
Average Estimates of v in Simulated Replicates

v 5 1

ML NG
Ina

(1995)

YN
(this

paper)

v 5 0.3

ML NG
Ina

(1995)

YN
(this

paper)

v 5 3

ML NG
Ina

(1995)

YN
(this

paper)

Equal codon frequencies
k 5 1 . . .

k 5 2 . . .

k 5 20 . .

Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500

1.107 6 0.043
1.004 6 0.016
1.122 6 0.039
1.040 6 0.017
1.030 6 0.032
0.993 6 0.016

1.053
1.012
0.909
0.886
0.669
0.635

1.041
1.010
1.030
1.015
1.014
1.011

1.101
1.046
1.069
1.034
1.097
1.019

0.321 6 0.010
0.310 6 0.005
0.309 6 0.011
0.299 6 0.004
0.284 6 0.010
0.296 6 0.006

0.331
0.322
0.278
0.277
0.213
0.210

0.347
0.344
0.337
0.334
0.313
0.307

0.316
0.302
0.297
0.295
0.312
0.303

3.579 6 0.183
3.104 6 0.071
3.733 6 0.247
3.043 6 0.064
3.439 6 0.155
3.148 6 0.062

2.814
2.569
2.569
2.303
1.845
1.697

2.503
2.380
2.568
2.456
2.907
2.773

3.452
3.002
3.470
3.005
3.385
2.986

Mitochondrial codon frequencies
k 5 1 . . .

k 5 2 . . .

k 5 20 . .

Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500

1.059 6 0.034
1.026 6 0.019
1.122 6 0.054
1.062 6 0.020
1.057 6 0.034
1.010 6 0.018

1.312
1.260
1.299
1.226
1.240
1.145

1.205
1.175
1.330
1.281
1.785
1.693

1.016
0.967
1.008
0.957
1.004
0.933

0.310 6 0.011
0.310 6 0.006
0.319 6 0.010
0.306 6 0.005
0.296 6 0.013
0.298 6 0.006

0.448
0.439
0.440
0.427
0.460
0.462

0.417
0.411
0.456
0.446
0.636
0.646

0.293
0.287
0.291
0.282
0.322
0.313

4.297 6 0.381
3.197 6 0.070
3.683 6 0.218
3.213 6 0.071
3.708 6 0.210
3.150 6 0.065

3.414
3.132
3.433
3.187
3.161
2.847

3.056
2.848
3.381
3.194
4.479
4.191

3.317
2.739
3.141
2.822
3.007
2.611

HIV codon frequencies
k 5 1 . . .

k 5 2 . . .

k 5 20 . .

Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500
Lc 5 100
Lc 5 500

1.136 6 0.046
1.035 6 0.020
1.170 6 0.051
1.050 6 0.018
1.106 6 0.039
1.008 6 0.018

1.158
1.107
1.016
0.993
0.732
0.681

1.142
1.098
1.152
1.138
1.167
1.139

1.112
1.036
1.098
1.052
1.051
0.952

0.317 6 0.010
0.318 6 0.006
0.294 6 0.010
0.305 6 0.005
0.305 6 0.011
0.293 6 0.006

0.398
0.373
0.332
0.319
0.252
0.248

0.400
0.410
0.394
0.397
0.382
0.383

0.321
0.299
0.308
0.291
0.310
0.304

5.263 6 1.019
3.302 6 0.087
4.719 6 0.772
3.075 6 0.071
3.402 6 0.157
3.049 6 0.057

2.845
2.636
2.634
2.448
1.911
1.778

2.615
2.356
2.709
2.525
3.056
2.907

3.311
2.893
3.417
3.003
3.130
2.782

NOTE.—The number of replicates is 100 for maximum likelihood (ML) and 500 for other methods. Standard errors are presented for ML only.

(small bias), and 20 (large bias). Most estimates of k
from nuclear genes are in the range (1.5, 5), so a value
of 2 is typical. Estimates from mitochondrial genes vary
considerably among data sets, from 2 or 3 to over 100.

The averages of the v estimates among simulated
replicates are listed in table 4 for the three sets of codon
frequencies. Standard errors for the ML estimates are
also presented, while those for other methods (not
shown) are very small due to the use of many more
replicates. Averages of dS and dN are calculated for all
methods but not shown. We note that the simulation
results are highly consistent with those found for infinite
data, discussed above. For example, if a method gives
estimates smaller than the true value in infinite data, it
tends to have negative biases in finite samples as well.

ML estimates are known to be often biased in small
samples. Table 4 shows that MLEs of v are nearly un-
biased when v 5 1 or 0.3 for all three sets of codon
frequencies and for all values of k. However, it is biased
to larger values when v 5 3. Although the bias is small
in large genes (with 500 codons), it can be quite large
for small genes (Lc 5 100), especially when k is small.

The NG method has little bias if codon frequencies
are equal and if there is no transition/transversion bias
(k 5 1). When v ± 1, the method tends to bias toward
1 due to its use of equal weighting in counting sites.
The bias is nevertheless small. These results agree well
with previous simulations by Ota and Nei (1994) and
Muse (1996), who used similar simple models to ex-
amine the performance of NG. However, NG is biased
in most other parameter combinations. The biases in
general agree with findings of the consistency analysis
(fig. 2). In particular, ignoring the transition/transversion

bias leads to underestimates of v and ignoring unequal
base frequencies leads to overestimates of v. For equal
codon frequencies and no selection (v 5 1), NG gives
severe underestimates of v when k is large. The effects
of the transition/transversion rate bias and base frequen-
cy biases tend to cancel each other, such that NG has
smaller biases than ML when v 5 3 for the mitochon-
drial codon frequencies. In almost all other cases, ML
has smaller biases than NG.

Ina’s (1995) method has small biases when base
frequencies are equal. The method tends to overestimate
v when v , 1 and to underestimate v when v . 1,
probably due to its use of equal weighting in counting
sites. This is the same pattern as that found in infinite
data (fig. 2A–C). Ina’s method considerably overesti-
mates v for all values of v under the mitochondrial
codon frequencies, probably because it overestimates
the number of synonymous sites. For the HIV env codon
frequencies, the method overestimates v when v # 1
and underestimates v when v . 1, as noted for infinite
data (fig. 2G–I).

The new method appears to have little bias over
most of the parameter space examined (table 4). When
v # 1, it is less biased than NG or Ina’s (1995) method.
When v 5 3, it tends to overestimate v in small sam-
ples, like the ML method, but the bias seems smaller
than that of ML. The new method appears to provide a
close approximation of ML over the range of parameter
values examined.

Since all methods are biased for at least some pa-
rameter combinations, the mean squared error (MSE)
may be an appropriate criterion by which to compare
methods. The MSE of a parameter estimator is definedû
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FIG. 3.—Square root of the mean square error, MSE , of the estimated v ratio, as a function of the sequence length Lc, calculated by(v̂)
computer simulation. Parameter values are (A) t 5 1, k 5 20, v 5 0.3, with base/codon frequencies from the primate mitochondrial genes
(table 2), and (B) t 5 1, k 5 2, v 5 3, with base/codon frequencies from the HIV-1 env genes (table 2). The universal genetic code is used.

as MSE 5 E 2 u)2, where u is the true value. Since(û) (û
5 1 [E 2 u]2, this measures bothMSE(û) Var(û) (û)

bias and variance. The square root of the MSE is plotted
in figure 3 against the sequence length (number of co-
dons). Two parameter combinations are considered. The
first is for mitochondrial genes with a strong transition
bias (k 5 20) and purifying selection (v 5 0.3), and the
second is for the HIV env gene with moderate transition
bias (k 5 2) and positive selection (v 5 3). In the first
case (fig. 3A), ML and the method of this paper per-
formed very similarly, and both have the smallest MSEs,
while Ina’s (1995) method has very large MSEs due to
the positive bias of the method (fig. 2E). In the second
case (fig. 3B), ML performed much worse than other
methods for short genes (Lc , 300 codons) due to its
large positive bias at v 5 3, while for large genes (Lc
. 500), ML and the new method are better than NG
and Ina’s method. In both cases, the new method lies
between NG and ML.

We also performed a small-scale simulation to ex-
amine the effect of sequence divergence level (t). The
results are shown in figure 4. We examine two sets of
parameter values, with the sequence length fixed at Lc
5 500. In the first case (fig. 4A), equal codon frequen-
cies are used with k 5 2 and v 5 0.3. The new method
of this paper overestimates v at small divergences but
underestimates v at large divergences. Other methods
are insensitive to sequence divergence level. ML and the
new method are less biased than NG and Ina’s method.
In the second case (fig. 4B), mitochondrial codon fre-

quencies are used with k 5 20 and v 5 0.3. In this
case, ML and the new method have little bias over the
whole range of the sequence divergence level. Note that
the synonymous rate is quite high, with dS 5 0.71 at t
5 1, and dS 5 1.1 at t 5 1.5. NG and Ina’s method
involve positive biases, and the biases become more se-
rious when the sequences are more divergent. Although
average estimates of both dN and dS by NG increase with
t, dN increases at a faster rate, such that the v ratio
increases with the increase of t. Muse (1996) discussed
the fact that at high sequence divergences, NG does not
produce distance estimates linear with time.

Comparison of Human and Orangutan
Mitochondrial Genes

The concatenated sequences of the 12 protein-cod-
ing genes on the H-strand of the mitochondrial genome
from the human (Homo sapiens, GenBank accession
number D38112) and the orangutan (Pongo pygmaeus
p., GenBank accession number D38115) are compared
using different methods. The results are shown in table
5. We also included the method of Li (1993) in the com-
parison, implemented in X. Xia’s DAMBE program
(available at http://web.hku.hk/;xxia). ML is applied
with different assumptions concerning the transition bias
and the codon frequency bias. Note that estimates of the
dN/dS ratio vary by up to threefold depending on the
method/model used. The pattern is especially revealing
for ML estimates under different models. For example,
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FIG. 4.—The averages of estimates of v as a function of sequence divergence level t. The sequence length is Lc 5 500 codons. A, Equal
codon frequencies are assumed, with k 5 2 and v 5 0.3. B, Codon frequencies from primate mitochondrial genes are used, with k 5 20 and
v 5 0.3. Each average was obtained by simulating 2,000 replicates for NG and YN (the method of this paper), 500 for the method of Ina
(1995), and 100 for ML.

Table 5
Proportions of Synonymous Sites (S%) and dS and dN Rates Between the Human and
Orangutan Mitochondrial Genes

Method S% dN dS v 5 dN/dS ,

NG. . . . . . . . . . . . . . . . . . . . . . . . .
Li (1993) . . . . . . . . . . . . . . . . . . .
YN ( 5 10.6) (this paper) . . . .k̂
ML (Fequal, k 5 1 fixed). . . . . .
ML (Fequal, 5 6.1) . . . . . . . . .k̂
ML (F1 3 4, 5 8.0) . . . . . . . .k̂
ML (F3 3 4, 5 12.6) . . . . . . .k̂
ML (F60, 5 14.0) . . . . . . . . . .k̂

25.7%
NA

24.5%
25.2%
32.8%
33.1%
23.2%
27.7%

0.060
0.066
0.058
0.057
0.065
0.064
0.060
0.062

0.668
0.529
1.010
0.614
0.497
0.784
1.457
1.388

0.090
0.125
0.057
0.093
0.130
0.082
0.041
0.045

218744.7
218344.6
217647.5
216844.2
216447.0

NOTE.—Fequal: equal codon frequencies (51/60) are assumed; F1 3 4: four nucleotide frequencies are used to calculate
codon frequencies (three free parameters); F3 3 4: nucleotide frequencies at three codon positions are used to calculate
codon frequencies (nine free parameters); F60: all codon frequencies are used as free parameters (59 free parameters). , is
the log likelihood value.

accounting for the transition/transversion rate bias (Fe-
qual, k estimated) increased the proportion of synony-
mous sites from 25% to 33%, and increased the dN/dS
ratio from 0.093 to 0.130. Accounting further for the
codon usage bias (F60, k estimated) decreased the pro-
portion of synonymous sites to 28%, with an estimate
of v 5 0.045. The pattern is the same as that in the
consistency analysis and the computer simulation dis-
cussed above. The results demonstrate that the estima-
tion method is important for estimating dN and dS (and
their ratio v) from real data and that methods accounting
for both the transition bias and base/codon frequency
bias should be used. This conclusion is consistent with
Ina (1995), who found that none of the approximate

methods he examined performed well when base/codon
frequencies were extreme.

Furthermore, we note that estimates from the NG
method are similar to those of ML assuming no transi-
tion bias (k 5 1 fixed) and no base frequency bias, and
estimates obtained from Li (1993) are similar to ML
accounting for the transition bias (k estimated) and no
base frequency bias. Ina’s (1995) program did not run
for this data set. Nevertheless, we expect Ina’s method
to be close to that of Li (1993) or ML accounting for
the transition bias and no base frequency bias. Some
minor differences in implementation between ML and
the corresponding approximate methods were discussed
by Yang and Nielsen (1998). Those results suggest that

D
ow

nloaded from
 https://academ

ic.oup.com
/m

be/article/17/1/32/975527 by guest on 25 April 2024



42 Yang and Nielsen

ad hoc treatments involved in the approximate methods
may not have introduced too much bias and that failure
to account for the transition bias and base frequency bias
appears to be more important. However, Muse (1996)
points out that at high sequence divergence levels, ad
hoc treatments (such as those used in multiple-hit cor-
rection) in approximate methods may become a more
serious problem (see also fig. 4).

Discussion

The approximate method of this paper accounts for
two major features of DNA sequence evolution: transi-
tion bias and base/codon frequency bias. The consisten-
cy analysis of infinite data and the computer simulation
of finite data suggest that the new method has smaller
biases than either NG or Ina’s (1995) method for almost
all parameter combinations examined and produces es-
timates similar to those obtained with ML. The method
may thus be useful for large-scale screening, when ML
may be too time-consuming. Our analyses also suggest
that NG and Ina’s method may involve large biases
when there exist transition/transversion rate bias and
base/codon frequency bias, and that it is important to
account for those features of DNA sequence evolution.

The ML method for pairwise comparison is less
biased and has a lower MSE than the approximate meth-
ods for almost all parameter combinations. Only for
short sequences and high v ratios does it involve a pos-
itive bias and perform more poorly than some of the
approximate methods. We suggest that, in general, the
ML method, which accounts for both the transition bias
and the codon usage bias, should be the preferred meth-
od for estimating dS and dN between two sequences.
Only in the case of very short sequences may it be ad-
vantageous to use simpler models. In the course of this
study, we realized that correcting for biases involved in
the NG method is extremely complicated, despite the
fact that the method is well known for its simplicity. In
contrast, ML is conceptually much simpler, mainly be-
cause the probability theory employed by the method
takes care of the difficult tasks of weighting evolution-
ary pathways and correcting for multiple hits, with no
need for ad hoc approximations. Specifically, the Chap-
man-Kolmogorov theorem (e.g., Grimmett and Stirzaker
1992, p. 239) states that pij(t) 5 Sk pik(s)pkj(t 2 s) for
any 0 # s # t; that is, the probability that codon i chang-
es to codon j over time t is a sum over all possible
codons (k) at any intermediate time point s. This obvious
result ensures that the likelihood calculation (eqs. 4–6)
accounts for all possible pathways of changes between
the two codons, weighting them appropriately according
to their relative probabilities of occurrence.

The major advantage of ML appears to lie in its
flexibility in simultaneous comparison of multiple se-
quences, taking into account their phylogenetic relation-
ship. Hypotheses concerning variable dN/dS ratios
among lineages (Yang 1998; Yang and Nielsen 1998) or
among sites (Nielsen and Yang 1998) can be tested us-
ing the likelihood ratio test. The ML model can easily
be extended to include important features of DNA se-

quence evolution such as the dependence of nonsynon-
ymous rates on the chemical properties of the amino
acids (Yang, Nielsen, and Hasegawa 1998).

Program Availability and Performance

A C program implementing the approximate meth-
od of this paper will be included in the PAML package,
available at http://abacus.gene.ucl.ac.uk/software/
paml.html. On a fast Pentium II, each pairwise compar-
ison takes about 10–20 s by ML and a few seconds by
the method of this paper. If pathways are weighted
equally in counting differences in the new method, it-
eration will not be needed, and the method will be about
as fast as other approximate methods such as NG, which
seem to finish instantaneously.
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