Light curves and spectra from off-axis gamma-ray bursts
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ABSTRACT
If gamma-ray burst prompt emission originates at a typical radius, and if material producing the emission moves at relativistic speed, then the variability of the resulting light curve depends on the viewing angle. This is due to the fact that the pulse evolution time-scale is Doppler contracted, while the pulse separation is not. For off-axis viewing angles \( \theta_{\text{view}} \geq \theta_{\text{jet}} + \Gamma^{-1} \), the pulse broadening significantly smears out the light-curve variability. This is largely independent of geometry and emission processes. To explore a specific case, we set up a simple model of a single pulse under the assumption that the pulse rise and decay are dominated by the shell curvature effect. We show that such a pulse observed off-axis is (i) broader, (ii) softer and (iii) displays a different hardness–intensity correlation with respect to the same pulse seen on-axis. For each of these effects, we provide an intuitive physical explanation. We then show how a synthetic light curve made by a superposition of pulses changes with increasing viewing angle. We find that a highly variable light curve (as seen on-axis) becomes smooth and apparently single-pulsed (when seen off-axis) because of pulse overlap. To test the relevance of this fact, we estimate the fraction of off-axis gamma-ray bursts detectable by Swift as a function of redshift, finding that a sizeable fraction (between 10 per cent and 80 per cent) of nearby (\( z < 0.1 \)) bursts are observed with \( \theta_{\text{view}} \geq \theta_{\text{jet}} + \Gamma^{-1} \). Based on these results, we argue that low-luminosity gamma-ray bursts are consistent with being ordinary bursts seen off-axis.


1 INTRODUCTION
Despite more than 40 years of observation and modelling, many features of gamma-ray bursts (GRBs hereafter) still lack firm and unanimous explanations. The diversity and complexity of GRB prompt emission light curves is often used to illustrate the difficulty in the classification of these sources and in the unification of their properties. A natural approach to get insight into such complexity is to look for global and average properties, like flux time integral (i.e. fluence), total duration, average spectrum and peak flux. Alternatively, one can try to break down the light curve into simpler parts following some pattern. If a fundamental building block was identified, the analysis of single blocks could be the key to the unification and disentanglement of properties of the underlying processes. Many authors (e.g. Imhof et al. 1974; Golenetskii et al. 1983; Norris et al. 1986; Link, Epstein & Priedhorsky 1993; Ford et al. 1995; Kargatis & Liang 1995; Liang & Kargatis 1996; Preece et al. 1998; Ramirez-Ruiz & Fenimore 1999; Lee, Bloom & Petsian 2000; Ghirlanda, Celotti & Ghisellini 2002; Hakkila & Preece 2011; Lu et al. 2012; Basak & Rao 2014) performed careful analyses of light curves and time-resolved spectra looking for patterns and for hints about such fundamental building blocks. As early as 1983, Golenetskii et al. found evidence of a correlation between spectral peak energy and photon flux during the decay of pulses. Such a correlation was later confirmed by Kargatis et al. (1994), Kargatis & Liang (1995) and Boronono & Ryde (2001) and became known as the hardness–intensity correlation (Ryde & Svensson 1998). Norris et al. (1986) were presumably the first to systematically decompose the light curves into pulses and to look for patterns in the properties of these putative building blocks. Some years later, Woods & Loeb (1999) developed tools to calculate the emission from a relativistically expanding jet, including the case of an off-axis viewing angle. Ioka & Nakamura (2001) took advantage of this formulation to model the single pulse, finding that the spectral lag–luminosity and variability–luminosity correlations found by Norris, Marani & Bonnell (2000) and Reichard et al. (2001) can be explained as viewing angle effects. The pulse model at that stage assumed emission from a unique radius and from an infinitesimally short time interval (i.e. a delta function in radius and time). In the following years, other authors proposed increasingly refined models of the pulse (e.g. Dermer 2004; Genet &
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Granot (2009), but neglected the possibility for the jet to be observed off-axis.

The viewing angle, i.e. the angle between the jet axis and the line of sight, is usually assumed to be smaller than the jet semi-aperture, in which case the jet is said to be on-axis. For larger viewing angles, i.e. for off-axis jets, the flux is severely suppressed because of relativistic beaming. Nevertheless, it can be still above detection threshold if the viewing angle is not much larger than the jet semi-aperture, especially if the burst is at low redshift. In Pescalli et al. (2015), we have shown that off-axis jets might indeed dominate the low-luminosity end of the observed population.

The idea that nearby low-luminosity GRBs could be off-axis events has been a subject of debate since the observation of GRB980425. Soderberg et al. (2004) rejected such possibility, based on radio observations of GRB980425 and GRB031203, but soon later Ramirez-Ruiz et al. (2005) presented an off-axis model for the afterglow of GRB031203 which seems to fit better the observations (including radio) with respect to the usual on-axis modelling. Using the same off-axis afterglow model, Granot, Ramirez-Ruiz & Perna (2005) extended the argument to two X-ray flashes, thus including them in the category of off-axis GRBs. Based on prompt emission properties, an off-axis jet interpretation of X-ray flashes had been already proposed by Yamazaki, Ioka & Nakamura (2002, 2003), following the work by Ioka & Nakamura (2001). Ghisellini et al. (2006) argued that the off-axis interpretation of GRB031203 and GRB980425 is not practicable, because their true energy would then be on the very high end of the distribution, implying a very low luminosity when combined with the low redshift of these two events. More recently, the idea that such events are members of a separate class (e.g. Liang, Zhang & Zhang 2007; Zhang 2008; He et al. 2009; Bromberg, Nakar & Piran 2011; Nakar 2015) has gained popularity. Our results about the GRB luminosity function (Pescalli et al. 2015), though, still point towards the unification of these events with ordinary GRBs based on the off-axis viewing angle argument. With the present work we address the issue from another point of view, by focusing on the apparently single-pulsed, smooth behaviour of prompt emission light curves of these bursts, trying to figure out if such behaviour is expected in the case of an off-axis viewing angle.

The structure of the paper is as follows: in Section 2 we explain why an off-axis GRB is always less variable than the same GRB seen on-axis; in Section 3 we discuss the main assumptions of our simple pulse model and we present the predictions for an on-axis (Section 3.3) and an off-axis observer (Section 3.4). In Section 4, we build a superposition of pulses (to represent a synthetic prompt emission light curve) and show how its properties change with increasing off-axis viewing angle, comparing them with those found in light-curve time-resolved spectral analysis. As expected, the model predicts that variability is suppressed in off-axis GRBs because of pulse broadening and overlap. In Section 5, off-axis GRBs are shown to be a significant fraction of nearby observed GRBs. Based on the obtained results, we conclude (Section 5.1) that light curves of low-luminosity GRBs are consistent with the off-axis hypothesis. We then summarize and draw our conclusions in Section 6.

## 2 Pulses: Building Blocks of GRB Light Curves

### 2.1 Pulse overlap and light-curve variability

In a highly variable light curve, pulses must be short and not overlap too much. If pulses are produced at a typical radius by material moving close to the speed of light, then the amount of overlap can depend on the viewing angle. To see this, consider two point sources moving at equal constant speed along the z-axis, separated by a distance $\beta c \Delta T$. Each starts emitting at $z = R_{on}$ and stops emitting at $z = R_{off}$. The blue and red circles represent wavefronts of the emitted light. The first blue wavefront and the first red wavefront reach any observer with a time difference $\Delta T$.

**Figure 1.** Upper-left panel: two point sources (blue and red dots) move at equal constant speed along the z-axis, separated by a distance $\beta c \Delta T$. Each starts emitting at $z = R_{on}$ and stops emitting at $z = R_{off}$. The blue and red circles represent wavefronts of the emitted light. The first blue wavefront and the first red wavefront reach any observer with a time difference $\Delta T$. Upper-right panel: close-up. Depending on the viewing angle $\theta_v$, a distant observer sees the blue and red signal separated ($\theta_v < \theta_{on}$) or overlapped ($\theta_v > \theta_{on}$). The angle $\theta_{on}$ is the angle between the z-axis and the normal to a plane tangent to both the first red wavefront and the last blue wavefront. Lower panel: sketch of the bolometric light curve as seen by on-axis ($\theta_v = 0$) and off-axis ($\theta_v > \theta_{on}$) observers. Letting $b = (1 - \beta \cos \theta_v) / (1 - \beta)$, the single pulse flux as measured by the off-axis observer is decreased by a factor $b^4$ with respect to the on-axis one, while the duration is increased by a factor $b$. The pulse separation $\Delta T$, though, does not depend on the viewing angle, being the emission time difference at a fixed radius. This causes the pulses to overlap as seen by the off-axis observer.
By typical parameters we mean \( R/\tau \sim 100 \), which corresponds to the typical shell is the typical photospheric radius \( R_{\text{ph}} \). The strength of the shock, and thus the efficiency of the electron heating, depends strongly on the relative Lorentz factor of the merging shells (a radiative efficiency of a few per cent is achieved only for \( \Gamma_{\text{rel}} \gtrsim 3 \); Lazzati, Ghisellini & Celotti 1999). Shell pairs with small relative Lorentz factors merge later (they need more time to catch up with each other); thus, the highest efficiency is achieved for shells merging just after the photospheric radius. This explains, within this framework, why the typical pulse width is not seen to grow with time: the bulk of the emission happens at a fixed radius, regardless of the expansion of the jet head.

The electron cooling time-scale, as measured in the lab frame, is \( \tau_{\text{cool}} \sim \Gamma^{-1} \gamma / \dot{\gamma} \), where \( \Gamma \) is the bulk Lorentz factor, \( \gamma \) is the typical electron Lorentz factor as measured in the comoving frame and \( \dot{\gamma} \) is the cooling rate. For synchrotron emission, it is of the order of \( \tau_{\text{cool}} \sim 10^{-5} \text{ s} \) for typical parameters \(^1\) (Ghisellini et al. 2000).

The angular time-scale arises when one takes into account the arrival time difference of photons emitted at the same time by parts of the shell at different latitudes. It is defined as the arrival time difference between a pair of photons, one emitted at zero latitude and the other at \( \Gamma^{-1} \) latitude. Given a typical photospheric radius (Daigne & Mochkovitch 2002) \( R_{\text{ph}} \sim 10^{12} \text{ cm} \), this difference is \( \tau_{\text{ang}} \propto R / \Gamma^2 c \approx 3 \times 10^{-3} \text{ s} \, R_{\odot} / \Gamma_5^2 \) (we adopt the notation \( Q_1 = Q / 10^1 \) in cgs units).

The shell crossing time is \( \tau_{\text{sc}} \sim w / c \), where \( w \) is the typical shell width. Being linked to the central engine activity, one may assume \( w \) to be of the order of a few Schwarzschild radii. The Schwarzschild radius of a 5 M_\odot black hole is \( R_s \approx 1.5 \times 10^6 \text{ cm} \); thus, an estimate might be \( \tau_{\text{sc}} \sim 5 \times 10^{-5} \text{ s} \, w_{51} \). In this case, we have \( \tau_{\text{ang}} > \tau_{\text{sc}} \), i.e. the effect of shell curvature dominates over (i.e. smears out) intrinsic luminosity variations due to shock dynamics, which take place over the \( \tau_{\text{sc}} \) time-scale or less.

Temporal analysis of GRB light curves, though, along with simple modelling of internal shocks (Nakar & Piran 2002a,b), seems to indicate that the shell width must be comparable to the initial shell thickness. Taking the two as equal, the time needed for two shells to collide is the same as the shell crossing time, and thus the shell merger is completed within a doubling of the radius. In this case, the shell crossing time and the angular time-scale are the same (Piran 2005). This means that details of the pulse shape and spectral evolution cannot be explained as just being due to the shell curvature.

\(^1\) By typical parameters we mean \( \Gamma = 100 \), \( \Gamma_{\text{rel}} = \text{a few} \), \( U_{\text{rad}} = U_{\text{B},\text{c}} \), a typical synchrotron frequency of 1 MeV and we assume equipartition. See Ghisellini, Celotti & Lazzati (2000) and references therein for a complete treatment.
effect. Indeed, discrepancies between predictions based on shell curvature only and observations have been pointed out (e.g. Dermer 2004).

Nevertheless, the description of the pulse in terms of shell curvature qualitatively reproduces the main features of many long GRB pulses, namely the fast rise and slower decay, the hard-to-soft spectral evolution and the presence of a hardness–intensity correlation (Ryde & Petrosian 2002). For this reason, since we focus on the effect of the viewing angle rather than on details of the pulse, in what follows we set up a simple model of the pulse based on the shell curvature effect only.

3 PULSE LIGHT CURVES AND TIME-DEPENDENT SPECTRA

3.1 Main assumptions

Based on the arguments outlined in Section 2.3, we assume that the variation of the flux seen by the observer during a single pulse is due only to the angular time delay described above. The luminosity $L$ of the shell is assumed constant during an emission time $T$ and zero before and after this time interval. The emitting region is assumed geometrically and optically thin. The emitted spectrum, as measured by a locally comoving observer, is assumed to be the same for any shell fluid element.

Woods & Loeb (1999) and other authors already provided the necessary formulas for the computation of the pulse shape in this case. For the ease of the reader, and for the purpose of developing an intuitive physical description of the results, though, we will go through some details of the derivation anyway, hereafter and in Appendix A.

Let the radius of the shell be $R$ at the beginning of the emission and $R + \Delta R$ at the end of it. The bolometric flux $F(t)$ (specific flux $F_r(t)$) is computed by integration of the intensity $I$ (specific intensity $I_r$) over the appropriate equal arrival time surface (EATS) $S(t)$, namely

$$F(t) = \int_{S(t)} I(s) \, ds/r^2,$$

where $r$ is the distance between the element $ds$ of $S(t)$ and the observer.

Assuming isotropic emission in the comoving frame, in the approximation of infinitesimal shell thickness, the intensity is related to the comoving one (primed quantities throughout the paper will always refer to the comoving frame) through $I = \delta^2 I'$ [or $I_r(\nu) = \delta^2 I'_r(\nu/\beta)$ for the specific intensity]. Note that the constant luminosity assumption implies $\Gamma \propto R^{-2}$: this is consistent if the number of emitting particles is constant despite the increase of the surface area with the expansion. It would not be appropriate e.g. for external shocks, where the number of emitting particles instead increases with increasing surface area.

3.2 Equal arrival time surfaces

3.2.1 A sphere

Consider a sphere of radius $R$. The surface of the sphere starts emitting electromagnetic radiation at $t = t_0$ and stops suddenly at $t = t_0 + T$ (as measured in the inertial frame at rest with respect to the centre of the sphere). Emitted photons reach a distant observer at different arrival times. Let the line of sight be parallel to the $z$-axis (as in Fig. 3). The first photon to reach the observer is the one emitted at $t = t_0$ from the tip of the sphere at $z = R$. Let $t = 0$ be its arrival time as measured by the observer. A photon emitted at the same time $t = t_0$ by a point of the surface at $z = R \cos \theta_{\text{on}}$ reaches the observer at a later time $t = R(1 - \cos \theta_{\text{on}})/c$. Thus, despite the surface turned on at all the same time $t = t_0$, at a given time $t$ the observer has received radiation only from the portion with $z/R > \cos \theta_{\text{on}} = 1 - ct/R$ (left-hand panel of Fig. 3). This can be visualized as each point on the sphere being turned on by the passage of a plane travelling in the $-z$ direction with speed $c$, starting from $z = R$ at $t = 0$. The same reasoning applies to the turning off of the sphere: each point is turned off by the passage of a plane travelling in the $-z$ direction with speed $c$, starting from $z = R$ at $t = T$. As a result, if $T < R/c$, at some time $t$ the observer will ‘see’ only the portion of sphere comprised between $\cos \theta_{\text{off}} = 1 - ct/R$ and $\cos \theta_{\text{on}} = 1 - c(t - T)/R$ (right-hand panel of Fig. 3). Thus, the EATS at time $t$ is this portion of the sphere.

3.2.2 An expanding sphere

If the sphere is expanding, the above argument is still valid, with some modification. The radius now is $R(t) = R + \beta c(t - t_0)$ so that the lighting up takes place at $R(0) = R$ and the turning off at $R(T) = R + \beta cT = R + \Delta R$. Since the lighting up happens at all the same radius, the angle $\theta_{\text{on}}$ up to which the observer sees the surface on is still given by $\cos \theta_{\text{on}} = 1 - ct/R$ (the photons emitted at $t = t_0$ all come from the sphere with radius $R$). Since the sphere is expanding, its surface ‘runs after’ the emitted photons, causing the arrival time difference between the first and the last photon to contract. In particular, for the first and last photon emitted from $z = R(t)$, the arrival time difference is $t_{\text{off}} = T(1 - \beta) = T/(1 + \beta)\Gamma^2$, where $\Gamma = (1 - \beta^2)^{-1/2}$ is the Lorentz factor of the expansion. For this reason, the angle up to which the observer sees the surface turned off is given by $\cos \theta_{\text{off}} = 1 - c(t - t_{\text{off}})/(R + \Delta R)$.

The resulting geometry is not spherical (see Fig. 4), but the assumption of constant luminosity greatly simplifies the mathematical treatment in that it allows one to perform all integrations over angular coordinates only.

3.3 On-axis jet

A radially expanding (homogeneous) jet seen on-axis is indistinguishable from an expanding sphere as long as its half-opening angle $\theta_{\text{jet}}$ is much larger than $1/\Gamma$ (e.g. Rhoads 1997). As a corollary, the same holds if the viewing angle $\theta_v$ is small enough so that
the angular distance $\theta_{\text{jet}} - \theta \gamma$, the line of sight from the jet border is still much larger than $1/\Gamma$. Since the typical expected Lorentz factor of GRB jets is $\Gamma \sim 100$, this means that a viewing angle a few 0.01 rad smaller than $\theta_{\text{jet}}$ allows one to consider the jet practically on-axis. On the other hand, if the jet is very narrow, or if the Lorentz factor is low enough (i.e. if $\theta_{\text{jet}}$ is comparable with $1/\Gamma$), then the finite half-opening angle must come into play. Fig. 5 shows light curves (equations 2 and 3) of pulses from an expanding sphere, or equivalently from a jet with $\theta_{\text{jet}} \gg 1/\Gamma$; Fig. 6 instead shows light curves (equations A14 and A15) of pulses from an on-axis jet with $\theta_{\text{jet}} = 1/\Gamma$. Such light curves can be computed analytically within the assumptions stated in Section 3.1. Some natural scales emerge during the derivation:

(i) the angular time-scale

$$\tau = \frac{R}{\beta c(1 + \beta)\Gamma^2};$$

(ii) the pulse peak time

$$t_{\text{peak}} = \frac{\Delta R}{\beta c(1 + \beta)\Gamma^2};$$

(iii) the pulse saturation flux

$$F_{\text{max}} = \frac{2\pi R^3}{3d^2} \frac{(1 + \beta)^3}{\beta} \Gamma^2 I_0;$$

where $I_0$ is the comoving bolometric intensity and $d$ is the distance of the jet from the observer. In the spherical case, before the peak ($t \leq t_{\text{peak}}$), the bolometric flux rises as

$$F(t) = \frac{1}{\tau} \left( 1 + \frac{t}{\tau} \right)^{-3}$$

then ($t > t_{\text{peak}}$) it decreases as

$$F(t) = \frac{1}{\tau} \left( 1 + \frac{t - t_{\text{peak}}}{\tau} \right)^{-3} \left( 1 + \frac{t}{\tau} \right)^{-3}.$$

When the finite jet half-opening angle $\theta_{\text{jet}}$ is taken into account, the light curve is given instead by equations (A14) and (A15).

3.3.1 Spectra and hardness–intensity correlation

Since we are mainly interested in how the peak of the observed spectrum evolves with time, we assume a simple form of the comoving spectral shape, namely

$$I'_0(v') = n(a, b) \frac{I_0}{v_0} \left( \frac{v'}{v_0} \right)^{-d} + \left( \frac{v'}{v_0} \right)^{-b};$$

where $n(a, b)$ is a normalization constant which depends upon the high and low spectral indices $a$ and $b$; clearly $I'_0 \propto v'^a$ for $v' \ll v_0$ and $I'_0 \propto v'^b$ for $v' \gg v_0$. If $a > 0$ and $b < -1$, the normalization $n(a, b)$ can be defined so that

$$I_0 = \int_0^\infty I'_0(v') \, dv'.$$

The break frequency $v_0$ is related to the comoving $v' F'_0$ peak energy $E'_{\text{peak}}$ through

$$E'_{\text{peak}} = \left( -\frac{a + 1}{b + 1} \right)^{b/a} h v_0;$$

where $h$ is the Planck constant. All the examples in this paper will assume the above comoving spectral shape, with $a = 0.2$ and $b = -1.3$, which represent average high and low spectral indices of Fermi GRB spectra (Nava et al. 2011).

Fig. 7 shows spectra from an on-axis jet at six representative times, computed using equation (A32). The evolution is clearly hard-to-soft (i.e. the peak energy decreases monotonically with time), and the low- and high-energy spectral indices are the same as those of the comoving spectrum. Fig. 8 shows that after the peak of
The off-axis jet can be thought of as being part of an expanding sphere for simplicity, the EATS of the expanding sphere (hatched area) is represented as in Fig. 3, but it is actually the same as in Fig. 4. The actual EATS of the jet is the interception between the jet surface and the sphere EATS. As a result, we have that $F \propto \delta_{\text{max}}^3$, which explains why $E_{\text{peak}} \propto F^{1/3}$.

### 3.4 Off-axis jet

Also the off-axis jet ($\theta_x > \theta_{\text{jet}}$) can be treated using the formalism introduced by Woods & Loeb (1999). In Appendix A3, we give an alternative derivation based on the idea that the off-axis jet can be thought of as being part of an expanding sphere, and that we can work out the proper EATS as the intersection between the expanding sphere EATS and the jet surface.

#### 3.4.1 A longer pulse duration

If the jet is off-axis, relativistic beaming of the emitted radiation causes both the flux and $E_{\text{peak}}$ to be much lower than the on-axis counterparts. For the same reason, the duration of the pulse becomes longer. This can be understood intuitively as follows: as in the on-axis case, the jet surface is not seen to turn on all at the same time, but progressively from the nearest-to-the-observer point (point A in Fig. 9) down to the farthest. The same holds for the turning off. Thus, point A is the first to turn on, and also the first to turn off. As a consequence, the effective emitting area increases as long as point A is seen emitting, then it decreases. In other words, the peak time equals the emission time of point A, which is given by

$$t_{\text{peak}}(\theta_x, \theta_{\text{jet}}) = T \left[ 1 - \beta \cos(\theta_x - \theta_{\text{jet}}) \right]$$

thus its ratio to the on-axis peak time is

$$\frac{t_{\text{peak}}(\theta_x, \theta_{\text{jet}})}{t_{\text{peak}}} = \frac{1 - \beta \cos(\theta_x - \theta_{\text{jet}})}{1 - \beta}.$$  

Fig. 10 shows a plot of this ratio as a function of $\theta_x - \theta_{\text{jet}}$ for different values of $\Gamma$. The off-axis pulse is thus intrinsically broader than its on-axis counterpart. The effective duration as seen by the observer, though, depends on the limiting flux and on the amount of overlap with other pulses.

#### 3.4.2 A lower peak flux

The decrease of the pulse peak flux $F_{\text{p}}$ with increasing viewing angle can be understood as follows:

(i) when the jet is observed on-axis, the bulk of the flux comes from a ring of angular radius $1/\Gamma$ centred on the line of sight. Let us indicate this peak flux with $F^{*}$.
Figure 10. Ratio of the off-axis pulse peak time $t_{\text{peak}}(\theta_v, \theta_{\text{jet}})$ to the on-axis pulse peak time $t_{\text{peak}}$. The jet half-opening angle is $\theta_{\text{jet}} = 5^\circ$. Each curve refers to a different value of the Lorentz factor, from $\Gamma = 50$ to 300 with a step of 50.

(ii) as long as $\theta_v < \theta_{\text{jet}} - 1/\Gamma$, we have that $F_p$ is essentially equal to $F^*$;
(iii) if $\theta_v = \theta_{\text{jet}}$, about half of the ring is still visible, thus $F_p$ is reduced to about $F^*/2$;
(iv) if $\theta_v$ is only slightly larger than $\theta_{\text{jet}}$, the flux is dominated by the contribution of the jet border, whose Doppler factor is $\delta_B = \Gamma^{-1}[1 - \beta \cos(\theta_v - \theta_{\text{jet}})]^{-1}$, thus $F_p \propto \delta_B^4 F^*$;
(v) as $\theta_v$ increases towards $\theta_v > \theta_{\text{jet}}$, the relative difference in Doppler factor between different parts of the jet is reduced, and the flux contributions of parts other than the border become increasingly important. This compensates in part the de-beaming of the jet border, the effect being more pronounced for larger jets, because the effective emitting surface area is larger.

Based on these considerations, an empirical analytical formula can be constructed to describe how the peak flux depends on the viewing angle $\theta_v$ and on the jet half-opening angle $\theta_{\text{jet}}$. An example of such an empirical formula is

\begin{equation}
F_p/F^* \approx \begin{cases} 
1 & \quad \theta_v \leq \theta_{\text{jet}}^* \\
1 - \Gamma(\theta_v - \theta_{\text{jet}})/2 & \quad \theta_{\text{jet}}^* < \theta_v \leq \theta_{\text{jet}} \\
\frac{1}{2} \left( \frac{\delta_B}{1 + \delta_B} \right)^{4 - \sqrt{2}/3} & \quad \theta_v > \theta_{\text{jet}}
\end{cases}
\end{equation}

(10)

where $\theta_{\text{jet}}^* = \theta_{\text{jet}} - 1/\Gamma$. The definition for $\theta_{\text{jet}}^* \leq \theta_v \leq \theta_{\text{jet}}$ is just a linear decrease from $F^*$ to $F^*/2$; the exponent of $\delta_B$ in the definition for $\theta_v > \theta_{\text{jet}}$ is 4 reduced by an amount \footnote{The coefficient and exponent of $\theta_{\text{jet}}$ in equation (10) have been chosen to get a good agreement with the results from the semi-analytical formulation developed in Appendix A.} which depends on $\theta_{\text{jet}}$, in order to take into account the flux loss compensation explained in point (v) above.

In Appendix A3, we show that the flux at time $t$ of the pulse from an off-axis jet is given by the integral in equation (A25), which however has no analytical solution for $\theta_v > 0$. The coloured solid lines in Fig. 11 represent $F_p$ as computed by numerical integration of equation (A25) at $t = t_{\text{peak}}(\theta_v, \theta_{\text{jet}})$, for five jets with different half-opening angles. The orange dashed lines are plots of equation (10) for the corresponding parameter values, showing that the best agreement is for half-opening angles $5^\circ \lesssim \theta_{\text{jet}} \lesssim 10^\circ$.

3.4.3 Spectral peak energy, hardness–intensity correlation

With the same assumptions as in the on-axis case, we computed the spectra from the off-axis pulse at different times. The spectrum at each time is dominated by the part of the EATS with the strongest beaming. At time $t_{\text{peak}}$, such part is the border of the jet nearest to the observer; thus, one expects $E_{\text{peak}}(t_{\text{peak}})$ to decrease with $\theta_v$ as the Doppler factor of the jet border, i.e. $E_{\text{peak}}(t_{\text{peak}}) \propto \delta_B$. Fig. 12 is a plot of $E_{\text{peak}}(t_{\text{peak}})$ for three values of $\Gamma$, obtained by using equation (A32) to compute the spectra, and it shows that indeed $E_{\text{peak}}$ is approximately proportional to $\delta_B$. In general, $E_{\text{peak}}$ is a little lower than $\delta_B E_{\text{peak}}^*$ because of the ‘blending in’ of softer spectra from less beamed parts of the jet.

Fig. 13 shows the evolution of $E_{\text{peak}}$ as a function of the flux $F$ during the pulse, for four different off-axis viewing angles. A ‘hardness–intensity’ correlation during the pulse decay is still apparent, with a slightly steeper slope ($\sim 0.5$) just after the pulse peak, getting shallower as the flux decreases and eventually reaching $\sim 1/3$ as in the on-axis case.
The jet parameters are $\Gamma = 100$, $\theta_{\text{jet}} = 5^\circ$, $R = 10^{15}$ cm and $\Delta R = R$. The viewing angles are $\theta = 0.36^\circ$, $\theta_{\text{jet}} + 1/\Gamma$, $\theta_{\text{jet}} + \sqrt{3}/\Gamma$ and $\theta_{\text{jet}} + 2/\Gamma$. The comoving spectral shape is the same as before (equation 4). The resulting light curves have been binned at 32 ms resolution for a better comparison with actual GRB light curves. For each light curve, the $E_{\text{peak}}$ of the spectrum in each time bin is also given (thin orange histograms). The following features should be apparent:

(i) as the viewing angle increases, variability is smeared out by the pulse broadening;

(ii) the shape of the overall light curve tends to resemble a (long) single pulse when the viewing angle is large enough;

(iii) the superposition of pulses masks the hard-to-soft spectral evolution of the single pulses, turning it into an intensity-tracking behaviour: this is due to the superposition of spectra with different peak energies;

(iv) the variation of $E_{\text{peak}}$ leads slightly the variation in flux, because of the hard-to-soft nature of the single pulses;

(v) there is a general softening of $E_{\text{peak}}$ in time over the entire light curve.

These features are strikingly similar to those found in time-resolved spectral analysis of real GRBs (e.g. Ford et al. 1995; Ghirlanda et al. 2002). We do not advocate this as a proof of the correctness of our model, which is certainly oversimplified, but rather as a further indication that some features of GRB light curves might be explained admitting that the jet is seen at least slightly off-axis. The off-axis viewing angle favours the broadening and superposition of pulses, which is the necessary ingredient to some of the features enumerated above. It can also contribute in a simple way to explain why the slope of the hardness–intensity correlation changes from burst to burst, being influenced by the viewing angle (Section 3.4.3).

Fig. 15 shows that the simple arguments outlined in Section 2.1 are valid not only if pulses are produced by point sources, but also in the presence of an extended geometry.

5 THE NUMBER OF OFF-AXIS GRBS

We can obtain an estimate of the number of off-axis GRBs over the observed population by the simplifying assumption that all jets share the same intrinsic properties, and that their flux in an observer band is uniquely determined by the viewing angle and the redshift.

We assume that the majority of GRBs are observed on-axis, and we choose the following parameters in an attempt to match the average properties of the on-axis population:

(i) $E_{\text{peak}, 0} = 560$ keV as the typical (on-axis, rest-frame) peak spectral energy, chosen to match the average value of the Fermi/GBM sample $\langle E_{\text{obs}, \text{peak}} \rangle \sim 186$ keV (Nava et al. 2011) multiplied by a typical redshift $(1 + z) \sim 3$;

(ii) $\alpha = -0.86$ and $\beta = -2.3$ as typical low- and high-energy spectral indices (Nava et al. 2011);

(iii) $\Psi(z) = (0.0157 + 0.118z)/(1 + (z/3.23)^{4.66})$ as the redshift distribution, i.e. the GRB formation rate as given in Ghirlanda et al. (2015);

(iv) $L_\text{GRB} = 2.5 \times 10^{52}$ erg s$^{-1}$ as the typical (on-axis) luminosity, which corresponds to the break of the broken power-law luminosity function (model with no redshift evolution) of the BAT6 complete sample (Salvaterra et al. 2012). This choice is motivated by the fact that if GRBs can be observed off-axis, then their luminosity function is indeed well described by a broken power law, with the break around the average on-axis luminosity (Pescalli et al. 2015);
Figure 15. Light curves (thick histograms) and spectral peak evolution (thin orange histograms) of a sequence of 100 pulses from a jet with \( \theta_{\text{jet}} = 5^\circ \). \( \Gamma = 100, R = 10^{14} \) cm and \( \Delta R = R \). The peak of the \( v F_v \) comoving spectrum is \( E_{\text{peak}} = 1 \) keV. The pulse start times are randomly distributed within the first 2 s of the observer time. Each panel refers to a different viewing angle in the sequence \( \theta_v = 0, \theta_{\text{jet}} + 1/\Gamma, \theta_{\text{jet}} + \sqrt{3}/\Gamma, \theta_{\text{jet}} + 2/\Gamma \) (from left to right, top to bottom). \( L_{\text{max}} \) refers to the peak luminosity of the on-axis light curve.

(v) since the result is sensitive to the assumed typical Lorentz factor \( \Gamma \) and half-opening angle \( \theta_{\text{jet}} \), we explore the cases \( \Gamma = 50, 100 \) and 300, and \( \theta_{\text{jet}} = 5^\circ \) and \( 10^\circ \).

We then define the effective luminosity \( L(\theta_v) \) following equation (10), namely

\[
L(\theta_v) = L_0 \times \left\{ \begin{array}{ll}
1 & \theta_v \leq \theta_{\text{jet}}^* \\
1 - \Gamma \left( \theta_v - \theta_{\text{jet}}^* \right)/2 & \theta_{\text{jet}}^* \leq \theta_v < \theta_{\text{jet}} \\
\frac{1}{2} \left( \frac{4 \pi}{1 + \theta_{\text{jet}}^*/\theta_v} \right)^{1.5} & \theta_v > \theta_{\text{jet}}
\end{array} \right. \tag{11}
\]

with \( \theta_{\text{jet}}^* = \theta_{\text{jet}} - \Gamma^{-1} \), and the effective peak energy

\[
E_{\text{peak}}(\theta_v) = \frac{E_{\text{peak},0}}{1 + \theta_v/\theta_{\text{jet}}^*} \times \left\{ \begin{array}{ll}
1 & \theta_v \leq \theta_{\text{jet}} \\
\theta_v/\theta_{\text{jet}} & \theta_v > \theta_{\text{jet}}
\end{array} \right. \tag{12}
\]

as in Section 3.4.3. With these assumptions and prescriptions, we can compute the observed rate of GRBs with a viewing angle in the range \( (\theta_v, \theta_v + d\theta_v) \), in the redshift range \( (z, z + dz) \), assuming a limiting photon flux \( p_{\text{lim}} \) in a given band, as

\[
dN/\theta_v dz = \frac{\Psi(z) dV}{1 + z dz} P(\theta_v, z, p_{\text{lim}}) d\theta_v dz,
\]

where \( P(\theta_v, z, p_{\text{lim}}) \) is the viewing angle probability, \( dV/dz \) is the differential comoving volume and the factor \( 1 + z \) accounts for cosmological time dilation. The viewing angle probability is

\[
P(\theta_v, z, p_{\text{lim}}) = \left\{ \begin{array}{ll}
\sin \theta_v & \theta_v \leq \theta_{\text{lim}}(z, p_{\text{lim}}) \\
0 & \theta_v > \theta_{\text{lim}}(z, p_{\text{lim}})
\end{array} \right. \tag{14}
\]

The limiting viewing angle \( \theta_{\text{lim}}(z, p_{\text{lim}}) \) corresponds (through equation (11)) to the limiting luminosity \( L_{\text{lim}} \) computed as

\[
L_{\text{lim}} = 4\pi d_l^2 p_{\text{lim}} \int_{E_{\text{low}}}^{E_{\text{high}}} \frac{dN}{dE} \frac{dE}{dE} dE,
\]

where \( E_{\text{low}} \) (\( E_{\text{high}} \)) is the lower (upper) limit of the observer band, \( d_l \) is the luminosity distance and \( dN/dE(\theta_{\text{peak}}, \alpha, \beta) \) is the rest-frame spectrum.

We define the total rate \( N_{\text{tot}}(z) \) of observable GRBs within redshift \( z \) as the integral of equation (13) over redshift from 0 to \( z \) and over \( \theta_v \) from 0 to \( \pi/2 \); similarly, the rate \( N_{\text{off}}(z) \) of off-axis GRBs within redshift \( z \) is the integral over redshift from 0 to \( z \) and over the viewing angle from \( \theta_v + \Gamma^{-1} \) to \( \pi/2 \). Since we are interested in the ratio of these two quantities, we do not need to bother about the normalization.

In Fig. 16, we show the fraction of bursts with \( \theta_v > \theta_{\text{jet}} + \Gamma^{-1} \) at redshift lower than \( z \) for various choices of \( \Gamma \) and \( \theta_{\text{jet}} \), assuming a limiting flux \( p_{\text{lim}} = 0.4 \) photons s\(^{-1}\) cm\(^{-2}\) in the 15–150 keV band, to reproduce the Swift/BAT band and limiting flux. Standard flat \( \Lambda \) cold dark matter cosmology was assumed, with Planck parameters \( H_0 = 67.3 \) km s\(^{-1}\) Mpc\(^{-1}\) and \( \Omega_{m,0} = 0.315 \) (Planck Collaboration XVI 2014). These results clearly indicate that at low redshift a significant fraction of GRBs are likely seen off-axis.
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Fraction of off-axis GRBs over the total within a given redshift. The curves represent an estimate of the fraction of GRBs with redshift lower than $z$ observable by Swift/BAT (i.e. with photon flux $\rho > 0.4$ photons s$^{-1}$cm$^{-2}$ in the 15–150 keV band) whose viewing angle is larger than $\theta_{\text{jet}} + \Gamma^{-1}$.

5.1 Low-luminosity GRBs

Recently, some authors (e.g. Liang et al. 2007; Zhang 2008; He et al. 2009; Bromberg et al. 2011) argued that a unique population of low-luminosity GRBs exists, based on some common features of GRB060218, GRB980425, GRB031203 and GRB100316D. These features include, apart from the low inferred equivalent luminosity, an apparently single-pulsed, smooth light curve (low variability), and a low average $E_{\text{peak}}$. Since all such bursts were at a low redshift ($z \lesssim 0.1$), the rate of like events per unit comoving volume in the Universe is very high (higher than the rate of ‘normal’ GRBs), but we do not see the majority of these events because of selection effects. The results discussed in this paper suggest that the apparently peculiar features of these GRBs can be interpreted instead as being just the indication that they were observed off-axis. Moreover, in Pescalli et al. (2015) we have shown that the observed rate of low-luminosity GRBs is consistent with what one would expect if they were just ordinary bursts seen off-axis. Based on these considerations, we argue that there is no need to invoke a new separate population of low-luminosity GRBs.

6 DISCUSSION AND CONCLUSIONS

In this work, we set up a simple physical model of a single GRB pulse based on shell curvature only, as a tool to explore the effect of the viewing angle on GRB light curves. Compared to other similar (and more refined) models (e.g. Dermer 2004; Genet & Granot 2009), our model includes the effect of an off-axis viewing angle. We show that the inclusion of such effect is important because a significant fraction (from 10 per cent up to 80 per cent) of nearby bursts ($z < 0.1$) are likely observed off-axis. Admittedly, the assumptions behind the pulse model are at best a very rough approximation of reality. The general trend of the effect of the viewing angle, though, is largely insensitive of the simplifications adopted: a slightly off-axis viewing angle is enough to produce a significant pulse broadening, without affecting the pulse separation. This in turn leads to pulse overlap, which smears out variability at all frequencies, resulting in a smoother light curve and spectral evolution.

This is mainly a consequence of two assumptions: (i) that the emission is isotropic in the comoving frame and (ii) that all pulses are produced around a typical radius. By relaxing (i), i.e. allowing for a strongly anisotropic emission in the comoving frame, one could reduce (in case the anisotropy favours forward emission) or enhance (in case the anisotropy favours backwards emission) the flux received by off-axis observers. By relaxing (ii), on the other hand, one may have that the pulse separation depends on the viewing angle as well. One would then need to explain, though, why the observed pulse width distribution does not vary in time (Ramirez-Ruiz & Fenimore 1999; Piran 2005), despite of the change of the emission radius.

Given the above considerations, we conclude that

(i) if the GRB jet is seen off-axis, single pulses appear longer and their spectrum appears softer than in the on-axis case;
(ii) if a burst is made up of a superposition of pulses, its variability is smeared out by pulse broadening if the jet is observed off-axis, with respect to the on-axis case;
(iii) if single pulses feature an intrinsic hard-to-soft spectral evolution, pulse overlap can turn it into an intensity-tracking behaviour.

As discussed in Section 5.1, the results support the idea that prompt emission properties of so-called low-luminosity GRBs can be interpreted as indications that they are just ordinary bursts seen off-axis.

ACKNOWLEDGEMENTS

OSS thanks the Swift group at the Astronomical Observatory of Brera – Merate for useful discussions, Ryo Yamazaki for kindly pointing out some important references which had not been cited in the first draft and the anonymous referee for insightful comments which stimulated a significant improvement of this work.

REFERENCES


APPENDIX A: DERIVATION OF THE PULSE LIGHT CURVE AND SPECTRUM

For the ease of the reader, and for notational clarity, in what follows, we reproduce some passages of the derivation of the formulas used for the pulse light curves and time-dependent spectra. Such formulas are special cases of the more general formalism developed in Woods & Loeb (1999).

A1 Light curve of the pulse from an expanding sphere

In general, the flux from a time-varying source can be defined as

$$F(t) = \int_{S(t)} I(\theta, \phi) \cos \alpha \, dS / r^2,$$

where $S(t)$ is the ’EATS’, i.e. the locus of points of the source whose emitted photons reach the observer at $t$, $r$ is the distance between the observer and the element ds of the EATS, and $\alpha$ is the angle between the normal to the detector surface and the direction of the photon incoming from the ds surface element. For most astrophysical applications $\cos \alpha \sim 1$, because the source is sufficiently far away to have a negligible angular size in the sky. Here the intensity $I(\theta, \phi)$ is allowed to vary both in time and in space ($\theta$ and $\phi$ indicate the coordinates of a point on the EATS, which is a surface in space–time), so this formulation is applicable to inhomogeneous sources as well.

In our situation, it is convenient to use spherical coordinates centred on the emitting sphere, so that (assuming cylindrical symmetry of the intensity) we have $ds = 2\pi \sin \theta \, d\theta \, R(t) \, d\phi$, where $t_\phi = t - r/c$ is the emission time. The distance $r$ of the point $(\theta, \phi, t_\phi)$ from the detector is $r \approx d - R(t_\phi) \cos \theta$, where $d$ is the distance of the sphere centre from the detector, thus

$$F(t) = 2\pi \int_{S(t)} I(\theta, t_\phi) \sin \theta \, d\theta \, R(t_\phi)^2 \left( d - R(t_\phi) \cos \theta \right)^2.$$

(A2)

where $d \gg R(t_\phi)$, the last term is well approximated by $R(t_\phi)^2 / d^2$; thus, we can write

$$F(t) = \frac{2\pi}{d^2} \int_{S(t)} I(\theta, t_\phi) R(t_\phi)^2 \sin \theta \, d\theta.$$

(A3)

Let us now assume that the luminosity $L$ of the sphere is constant in the time interval $t_0 < t < t_0 + T$. This is different from assuming that the intensity is constant, in that it prevents the expansion of the surface area from causing a rise in the luminosity (this alternative assumption would be more appropriate in the description of an external shock). In terms of intensity, this assumption implies that $I \propto R^{-2}$, which we write as

$$I(\theta, t_\phi) = I_0(\theta) \frac{R^2}{R(t_\phi)^2},$$

(A4)

Inserting this definition into equation (A3) allows us to bring the radius outside the integral. In Sections 3.2.1 and 3.2.2, we found that the EATS are the portions of the sphere comprised between $\cos \theta_{\text{on}}$ and $\cos \theta_{\text{off}}$, so that we have, for $t > 0$,

$$F(t) = \frac{2\pi R^2}{d^2} \int_{\cos \theta_{\text{on}}(t)}^{\cos \theta_{\text{off}}(t)} I_0(\theta) \sin \theta \, d\theta.$$

(A5)

Now, since the sphere is expanding, in the approximation of infinitesimal shell thickness, the intensity is related to the comoving one by $I_0(\theta) = \delta^2(\theta) I'_0$, where $\delta(\theta) = [\Gamma(1 - \beta \cos \theta)]^{-1}$ is the Doppler factor, and $I'_0$ is the comoving intensity, assumed isotropic. The flux is then

$$F(t) = \frac{2\pi R^2}{d^2} \int_{\cos \theta_{\text{on}}(t)}^{\cos \theta_{\text{off}}(t)} \frac{\cos \theta(\theta)}{(1 - \beta \cos \theta)^4} d\cos \theta,$$

(A6)

which yields, after substitution of the expressions for $\cos \theta_{\text{on}}$ and $\cos \theta_{\text{off}}$ derived above, the light curve of the pulse

$$F(t) = F_{\text{max}} \times \begin{cases} 1 - (1 + \frac{1}{\tau})^{-3} & t \leq t_{\text{off}} \\ (1 + \frac{t_{\text{off}}}{t_{\text{peak}}} + \frac{1}{\tau})^{-3} & t > t_{\text{off}} \end{cases}$$

(A7)

where

$$F_{\text{max}} = \frac{2\pi R^2 (1 + \beta)^3 \Gamma^2 I'_0}{3d^2}$$

(A8)
The (saturation) peak flux if the pulse lasts $T \gg R/c$,

$$\tau = \frac{R}{\beta c (1 + \beta) \Gamma^2}$$

(A9)

and

$$t_{\text{off}} = \frac{T}{(1 + \beta)^2 \Gamma^2} = \frac{\Delta R}{\beta c (1 + \beta) \Gamma^2} \equiv t_{\text{peak}}.$$  

(A10)

The fluence, i.e. integral of the flux over time, from $t = 0$ to $t \rightarrow \infty$ is

$$F = F_{\text{max}} \times \frac{3}{2} t_{\text{off}} = \frac{\pi R^2 (1 + \beta)^2}{\beta} I'_0 T.$$

(A11)
It is worth noting that the light-curve parameters are three, i.e. \( \tau_{\text{jet}} \) and \( F_{\text{max}} \), while the underlying physical parameters are four, namely \( R, T, \Gamma \) and \( I_c \). This degeneration leads to the impossibility to determine all the physical parameters by fitting the pulse shape to an observed light curve.

### A2 Light curve of the pulse from an on-axis jet with \( \theta_{\text{jet}} \lesssim 1/T \)

To compute the pulse light curve of a jet of semi-aperture \( \theta_{\text{jet}} \), we can just take the pulse of the sphere and ‘trim’ the unwanted part. If the jet is seen on-axis, this amounts to limit the integral of equation (A6) to angles \( \theta < \theta_{\text{jet}} \). It is straightforward to work out to what time the EATS borders reach the jet border, i.e.

\[
\theta_{\text{off}}(t) = \theta_{\text{jet}} \Rightarrow t = R(1 - \cos \theta_{\text{jet}})/c \equiv t_{\text{jet}}
\]

and similarly

\[
\theta_{\text{off}}(t) = \theta_{\text{jet}} \Rightarrow t = t_{\text{jet}} + R_{\text{off}}(1 - \cos \theta_{\text{jet}})/c \equiv t_{\text{jet,off}},
\]

where \( R_{\text{off}} \equiv R + \Delta R \). It is then easy to see that the light curve becomes

\[
\frac{F(t)}{F_{\text{max}}} = 1 - \left( 1 + \frac{\min(t, t_{\text{jet}})}{\tau} \right)^{-3}
\]

for \( t \leq t_{\text{off}} \), then

\[
\frac{F(t)}{F_{\text{max}}} = \left( 1 + \frac{t - t_{\text{off}}}{\tau_{\text{off}}} \right)^{-3} - \left( 1 + \frac{\min(t, t_{\text{jet}})}{\tau} \right)^{-3}
\]

for \( t_{\text{off}} < t < t_{\text{jet,off}} \), and zero for \( t \geq t_{\text{jet,off}} \). This light curve is the same as that of the expanding sphere up to \( t = t_{\text{jet}} \). After that, if \( t_{\text{jet}} < t_{\text{off}} \), the flux saturates (the whole jet is visible) until \( t = t_{\text{off}} \), then it drops and reaches zero at \( t = t_{\text{jet,off}} \). If \( t_{\text{jet}} \geq t_{\text{off}} \), no saturation is reached.

The difference between the expanding sphere and the on-axis jet is relevant only if \( t_{\text{jet}} \lesssim \tau \), i.e. if \( \theta_{\text{jet}} \lesssim 1/T \), as expected.

### A3 Off-axis jet

If the jet is off-axis, it is still possible to compute an expression for the light curve. We propose here an approach to the computation, based on geometrical arguments. Let us call \( \theta_{\text{c}} \) the angle between the jet axis and the line of sight, \( \theta_{\text{jet}} \) the jet half-opening angle, and let us set the coordinate system so that the jet axis lies in the \( z-x \) plane, as in Fig. A1. This is what one would obtain by rotating an on-axis jet anticlockwise by an angle \( \theta_{\text{c}} \) around the \( x \)-axis. Let us now consider the ring-shaped part of the sphere surface (‘annulus’ hereafter) comprised between \( \theta \) and \( \theta + d\theta \). If \( \theta > |\theta_{\text{c}} - \theta_{\text{jet}}| \), a portion \( S \) of the annulus lies on the jet surface (shaded part in Fig. A1). Since the annulus width \( d\theta \) is infinitesimal, the ratio of the area of \( S \) to the total annulus area is equal to the ratio between the length \( l \) of \( S \) and the total annulus length \( 2\pi R \cos \theta \). Moreover, this is also equal to the ratio of the flux \( dF \) from \( S \) to the flux \( dF_a \) from the whole annulus, namely

\[
dF_a(\theta) = \frac{dF}{d\theta} = \frac{l(\theta)}{2\pi R \cos \theta}.
\]

The flux due to the annulus is easily obtained by deriving the flux of the sphere, equation (A6), with respect to \( \theta \), which gives

\[
dF(\theta) = \frac{dF}{d\theta} = \frac{2R^2}{d^2} \frac{\sin \theta d\theta}{(1 - \cos \theta)^2}. \tag{A17}
\]

To compute the length \( l(\theta) \), we must first find the interceptions between the annulus and the jet border. Both are circles on the sphere surface, i.e. they lie on the surface \( x^2 + y^2 + z^2 = R^2 \). The interceptions between the two circles are then found by solving the linear system

\[
\begin{cases}
\theta_{\text{jet}} = \cos \theta_{\text{jet}} \\
\cos \theta_{\text{jet}} - y \sin \theta_{\text{jet}} = R \cos \theta_{\text{jet}}.
\end{cases}
\]

The y-coordinate of the interceptions (see Fig. A1) is found to be

\[
y_{\text{i}} = \frac{\cos \theta_{\text{c}} \cos \theta_{\text{c}} - \cos \theta_{\text{c}} \cos \theta_{\text{jet}}}{\sin \theta_{\text{c}} \sin \theta_{\text{c}}}. \tag{A18}
\]

Consider now the annulus as a circle whose centre lies on the \( z = R \cos \theta \) plane. Its radius is \( R \sin \theta_{\text{c}} \), and the angle \( \alpha \) that subtends \( S \) is \( \alpha = 2 \arccos(-y_{\text{i}}/R \sin \theta_{\text{c}}) \). The length \( l(\theta) \) is then

\[
l(\theta) = 2R \sin \theta_{\text{c}} \arccos \left( \frac{\cos \theta_{\text{c}} \cos \theta_{\text{c}} - \cos \theta_{\text{c}} \cos \theta_{\text{jet}}}{\sin \theta_{\text{c}} \sin \theta_{\text{c}}} \right). \tag{A20}
\]

Substituting equations (A17) and (A20) into equation (A16), we conclude that

\[
dF_a(\theta) = \frac{dF}{d\theta} = \frac{1}{\pi} \arccos \left( \frac{\cos \theta_{\text{c}} \cos \theta_{\text{c}} - \cos \theta_{\text{c}} \cos \theta_{\text{jet}}}{\sin \theta_{\text{c}} \sin \theta_{\text{c}}} \right). \tag{A21}
\]

This is valid as long as the interceptions between the annulus and \( S \) exist, i.e. for \( |\theta_{\text{c}} - \theta_{\text{jet}}| \sin \theta_{\text{c}} < \theta_{\text{c}} + \theta_{\text{jet}} \). Let us work out the remaining cases:

(i) if \( \theta_{\text{c}} < \theta_{\text{jet}} \), i.e. if line of sight is inside the jet border, then for \( \theta < |\theta_{\text{c}} - \theta_{\text{jet}}| \), the annulus is inside the jet border, thus \( dF_a(\theta) = dF(\theta) \);

(ii) if \( \theta_{\text{c}} > \theta_{\text{jet}} \), i.e. if line of sight is outside the jet border, then for \( \theta < \theta_{\text{c}} - \theta_{\text{jet}} \) the annulus is too large to intercept the jet border, thus \( dF_a(\theta) = 0 \); in either case, if \( \theta > \theta_{\text{c}} + \theta_{\text{jet}} \), the annulus is too small to intercept the jet border, thus again \( dF_a(\theta) = 0 \).

Summing up, we can define the function \( a(\theta, \theta_{\text{c}}, \theta_{\text{jet}}) \) by

\[
a(\theta, \theta_{\text{c}}, \theta_{\text{jet}}) = \begin{cases}
H(\theta_{\text{c}} - \theta_{\text{jet}}) & \theta \leq |\theta_{\text{c}} - \theta_{\text{jet}}| \\
0 & \theta \geq |\theta_{\text{c}} + \theta_{\text{jet}}| \\
\frac{1}{\pi} \arccos \left( \frac{\cos \theta_{\text{c}} \cos \theta_{\text{c}} - \cos \theta_{\text{c}} \cos \theta_{\text{jet}}}{\sin \theta_{\text{c}} \sin \theta_{\text{c}}} \right) & \text{otherwise}
\end{cases} \tag{A22}
\]
where \( H(x) \) is the Heaviside function, i.e.

\[
H(x) = \begin{cases} 
0 & x < 0 \\
1 & x \geq 0 
\end{cases} \tag{A23}
\]

and write

\[
dF_3(\theta, \theta_v, \theta_v) = a(\theta, \theta_v, \theta_v) \frac{dF}{d\theta}. \tag{A24}
\]

The light curve of the pulse from the off-axis jet is then obtained by integration of this expression between \( \theta_{oa}(t) \) and \( \theta_{oa}(t) \), namely

\[
F(t, \theta_v, \theta_v) = \frac{2\pi R^2 I_0}{d^2} \int_{\theta_{oa}(t)}^{\theta_{oa}(t)} a(\theta, \theta_v, \theta_v) \sin \theta d\theta \left( 1 - \frac{2 \cos \theta}{3} \right). \tag{A25}
\]

Note that here \( t = 0 \) is the arrival time of the first photon from the sphere; thus, if \( \theta_v > \theta_v \), the actual light curve of the off-axis jet starts a little later. The actual start time of the off-axis light curve is

\[
\tau_{\text{start}}(\theta, \theta_v) = \frac{R}{c} \left( 1 - \cos(\theta_v - \theta_v) \right). \tag{A26}
\]

Equation (A25) can be easily integrated with a simple numerical procedure. Some example light curves computed using an RK4 integration scheme are given in Fig. 14.

### A4 Spectra

All the above arguments can be also applied to the derivation of the observed spectrum. All we need to do is to compute the flux density

\[
\frac{dF}{dv} = F_s(v, t) = \int_{S(t)} \frac{dI}{dv} (v, t) \cos ds/r^2 \tag{A27}
\]

over the same EATS as before, using the transformation

\[
\frac{dI}{dv}(v) = \delta \frac{dI}{dv}(v/\delta) \tag{A28}
\]

to express the intensity density in terms of the comoving one. It is convenient to write \( df/dv \) as follows:

\[
\frac{dI}{dv}(v) = I_0 \frac{f(v/v_0)}{v_0} \tag{A29}
\]

where \( I_0 \) is the total intensity, \( v_0 \) is some frequency and \( f(x) \) is a function which describes the comoving spectral shape, and whose integral is normalized to unity. As an example, we can set a power-law spectral shape

\[
f(v/v_0) = (1 - \alpha) \left( \frac{v}{v_0} \right)^{-\alpha} \tag{A30}
\]

for \( v > v_0 \) and zero otherwise, with \( \alpha > 1 \). Since the integral of \( f(x) \) is normalized to unity, we have

\[
\int_0^\infty \frac{df}{dv}(v) dv = \frac{I_0}{v_0} \int_0^\infty f(v/v_0) dv = I_0. \tag{A31}
\]

The equation for the observed spectrum of an off-axis jet is then

\[
\frac{dF}{dv} (v, t) = \frac{2\pi R^2 I_0}{d^2} \frac{1}{v_0} \int_{\theta_{oa}(t)}^{\theta_{oa}(t)} a(\theta_v, \theta_v, \theta_v) f(v/v_0) \sin \theta d\theta \left( 1 - \frac{2 \cos \theta}{3} \right). \tag{A32}
\]

For the simplest case of an on-axis jet, with power-law comoving spectral shape, the integral is analytic and it gives

\[
\frac{dF}{dv} (v, t) = \frac{2\pi R^2 I_0}{d^2} \frac{1 + \beta}{v_0} \frac{1}{\Gamma(1+\alpha)} \left( 1 - \frac{2 \cos \theta}{3} \right). \tag{A33}
\]

\[
x \left\{ \left( 1 + \frac{t - t_{\text{off}}}{\tau} \right)^{1-\alpha} - \left( 1 + \frac{t}{\tau} \right)^{1-\alpha} \right\}
\]

which reproduces the well-known \( 2 + \alpha \) decay slope due to high-latitude emission (Kumar & Panaitescu 2000; Dermer 2004). For more general spectral shapes, a numerical approach is necessary to compute the integral in equation (A32). For this paper, in most cases an RK4 method has been used to compute separately the specific flux light curve at a number of frequencies. The values of the specific fluxes at a certain time then constitute the spectrum at that time.
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