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A B S T R A C T 

Stellar intensity interferometers correlate photons within their coherence time and could o v ercome the baseline limitations of 
existing amplitude interferometers. Intensity interferometers do not rely on phase coherence of the optical elements and thus 
function without high-grade optics and light combining delay lines. Ho we ver, the coherence time of starlight observed with 

realistic optical filter bandwidths ( > 0 . 1 nm ) is usually much smaller than the time resolution of the detection system ( > 10 ps ), 
resulting in a greatly reduced correlation signal. Reaching high signal-to-noise ratio in a reasonably short measurement time 
can be achieved in different ways: either by increasing the time resolution, which increases the correlation signal height, or by 

increasing the photon rate, which decreases statistical uncertainties of the measurement. We present laboratory measurements 
employing both approaches and directly compare them in terms of signal-to-noise ratio. A high-time-resolution interferometry 

setup designed for small-to-intermediate-sized optical telescopes and thus lower photon rates (diameters < some metres) is 
compared to a setup capable of measuring high photon rates, which is planned to be installed at Cherenkov telescopes with dish 

diameters of > 10 m. We use a xenon lamp as a common light source simulating starlight. Both setups measure the expected 

correlation signal and work at the expected shot-noise limit of statistical uncertainties for measurement times between 10 min 

and 23 h. We discuss the quantitative differences in the measurement results and give an overview of suitable operation regimes 
for each of the interferometer concepts. 

Key words: instrumentation: high angular resolution – instrumentation: interferometers – telescopes – stars: imaging. 
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 I N T RO D U C T I O N  

n recent years, interest in intensity interferometry for astronomical
bserv ations has gro wn. Prospects of precise measurements of
ngular diameters of stars and resolving structures on stellar surfaces
Nu ̃ nez et al. 2012 ; Dravins et al. 2013 ; Nu ̃ nez & Domiciano de Souza
015 ) resulted in a re vi v al of Hanbury Bro wn–Twiss interferometry
n astrophysics. 

High optical resolutions of less than 1 mas require interferometers
ith baselines of several hundred metres when measuring at optical
avelengths. Despite the problems due to atmospheric turbulences

nd the challenge of combining the light paths from the telescopes
ith sub-wavelength precision, stellar interferometers based on

mplitude interferometry provide successful measurements at such
aselines (see e.g. Baines et al. 2007 ; Che et al. 2011 ; Mourard
t al. 2015 ; Roettenbacher et al. 2016 ). The Center for High Angular
esolution Astronomy (CHARA) – one of the largest amplitude

nterferometers – has baselines of around 300 m providing angular
esolution capabilities up to 0.4 mas (ten Brummelaar et al. 2005 ). 

The concept of intensity interferometry is promising for even
onger baselines. Correlating the light intensities rather than ampli-
 E-mail: seb.karl@fau.de (SK); andi.zmija@fau.de (AZ) 
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udes provides a robust way of o v ercoming atmospheric disturbances
t the cost of the achie v able limiting magnitudes. Pioneering research
t the Narrabri Stellar Intensity Interferometer was carried out by
anbury Brown and Twiss (HBT; Hanbury Brown & Twiss 1956 ;
anb ury Brown, Da vis & Allen 1967 ; Hanb ury Brown 1974 ) in the

econd half of the 20th century. The challenge in this technique is the
ow amount of thermal photons that can actually interfere compared
o the total number of arriving photons, increasing the difficulty in
etrieving the signals in HBT interferometry. For this kind of photon
orrelation measurement, photodetectors with high time resolution
HTR) and large light collection areas (telescopes) are desirable.
hese are preconditions that are well achieved by today’s telescopes
nd photodetection equipment. 

The performance of intensity interferometers is determined by a
ide range of parameters, such as the aperture of the telescopes,

he optical bandwidth of the correlated light, the time resolution
f the detection system, the maximum possible photon rate, and
he projected baseline, all of which influence the expected signal-
o-noise ratio (S/N) of the measurement. Ho we ver, when scanning
he available parameter space for stellar intensity interferometry (SII)

easurements at existing or future observatories, it appears that there
re two promising methods for enabling successful measurements of
he correlation signal. 

The first method attempts to reach high time resolution ( < 1 ns )
nd narrow optical bandwidths ( < 1 nm ), keeping the correlation
© 2022 The Author(s) 
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ignal as pronounced as possible. This approach requires optical 
elescopes with photon timing dispersion smaller than the time 
esolution of the detection system. Such telescopes typically enable 
recise control of the light path necessary for sharp optical filtering. 
s a downside, they usually do not come with large photon collec-

ion areas resulting in smaller photon count rates at the detectors 
ompared to possible intensity interferometers at the world’s largest 
elescopes. Also, high time resolution photon counting detectors lose 
fficiency when operated at photon rates higher than some (tens of)
Hz due to the detector dead time, reducing the detected photon 

ate further. This may lead to rather long measurement times of up
o a few hours for measuring significant intensity correlations even 
ith relatively bright stars of apparent magnitude 3. An option to 
 v ercome this downside is using arrays of telescopes, where each
ub-set measures correlations along the same baseline, or spectral 
nd polarization multiplexing (Trippe et al. 2014 ). In the absence of
rrays, the main challenge is to obtain stable measurement conditions 
 v er periods of up to several hours. In this context, some promising
esults have been achieved in recent years. Temporal photon bunching 
eaks of α Boo, α CMi, and β Gem, providing magnitudes between 
1.68 and −0.11 in the near-infrared, were measured at the C2PU

bservatory in France with a telescope diameter of not more than 1 m
t integration times between 2 and 7 h (Guerin et al. 2017 ). Using
wo of these telescopes enabled spatial bunching measurements of α
yr, β Ori, and α Aur (Guerin et al. 2018 ). The same telescopes were
ecently used to estimate the distance to P Cygni using intensity 
nterferometry (Rivet et al. 2020 ). Further, the AQUEYE + and 
QUEYE astronomical high time resolution instruments can be 
sed for SII at sub-nanosecond time resolution (Zampieri et al. 
016 ). Finally, intensity interferometry observations and diameter 
stimations on five stars were performed by Horch et al. ( 2022 ) at
he Southern Connecticut Stellar Interferometer. 

In the second method, very large telescopes or telescope arrays are 
sed. In this context, Imaging Air Cherenkov Telescopes (IACTs) are 
romising candidates for photon correlation measurements (LeBo- 
ec & Holder 2006 ), since they provide light collection areas of
bout 100 m 

2 (e.g. H.E.S.S., Bernl ̈ohr et al. 2003 ; VERITAS, Maier
007 ). Depending on the optical design, Cherenkov telescopes have 
if ferent le vels of internal unisochronicity, which make it impossible
o achieve time resolutions below these time differences. While 
avies–Cotton telescopes such as VERITAS (Weekes et al. 2002 ) 

nd H.E.S.S. (Bernl ̈ohr et al. 2003 ) incur time differences in the
ight path of a few nanoseconds, parabolic IACTs such as MAGIC
Shayduk et al. 2005 ) or the Cherenkov Telescope Array (CTA)
arge-Sized Telescope (LST) reduce it to ≈100–400 ps, which is 
till significant compared to imaging-grade telescopes. In addition, 
mperfect optics make it hard to collimate the light for optical filters,
equiring bandwidths of 1 nm or more if interferometric filters are 
sed. Photodetection for such telescopes needs to be designed to work 
t several hundreds of MHz. Even though the correlation signal is
ery small in this arrangement, the high photon rates suppress the 
hot noise enabling high S/N in relatively short measurements times 
f a few minutes. The main challenge here is the electronic stability
n a high statistical level. Using the MAGIC telescopes, Acciari 
t al. ( 2019 ) measured photon bunching signals of a few stars within
inutes (for single baselines). Abeysekara et al. ( 2020 ) used the

our VERITAS telescopes to measure the angular diameter of two 
tars by taking measurements at many different projected telescope 
aselines with averaged measurement times of 17 min per baseline, 
emonstrating the potential of IACTs for SII. 
In this paper, we shortly recapitulate the theory of intensity 

orrelations in Section 2 . In Section 3 , we describe the setup used to
ompare our complementary approaches in the laboratory. We then 
 v aluate our measurement results in Section 4 . Finally, we compare
nd discuss our measurement results in Section 5 , illustrating the
cope of both methods. Here, we pay special attention to the S/N of
ur measurements, since it is the central parameter to quantify the
uality of photon correlation measurements. High time resolutions 
s well as high photon rates fa v our a high S/N; ho we ver, both
re difficult to achieve simultaneously with current state-of-the- 
rt technology. We interpret our measurements in order to quantify 
elescope layouts for both approaches, which are promising for high 
/N. Further, we will discuss future observation possibilities based 
n upcoming detector developments, which will especially boost the 
TR technology towards higher photon rate capabilities and thus 

arger telescopes. 

 T H E O RY  O F  INTENSITY  C O R R E L AT I O N S  

he observable of intensity interferometry is the normalized second- 
rder correlation function 

 

(2) ( r , τ ) = 

〈 I ( R , t) I ( R + r , t + τ ) 〉 
〈 I ( R , t) 〉 〈 I ( R + r , t + τ ) 〉 , (1) 

here I ( R , t) denotes the intensity measured at position R at a time
 and the brackets denote a time av erage. F or thermal light sources
TLS), the correlations in space and time can be factorized into
he respective absolute value squared of the first-order correlation 
unctions (Mandel & Wolf 1995 ): 

 

(2) ( r , τ ) = 1 + 

∣∣g (1) ( r ) 
∣∣2 ∣∣g (1) ( τ ) 

∣∣2 
. (2) 

ere, 
∣∣g (1) ( r ) 

∣∣2 
corresponds to the modulus squared of the measured 

isibility of amplitude interferometry (Labeyrie, Lipson & Nisenson 
006 ) and is related to the source geometry by the Fourier relationship
f the van Cittert–Zernike theorem (Mandel & Wolf 1995 ). In the
ollowing, the correlation functions’ spatial part is assumed to be 1,
s we restrict ourselves to correlations of two detectors having zero
eparation. In analogy to the spatial part, the temporal first-order 
orrelation can be calculated using a Fourier transform relationship 
the Wiener–Khintchine theorem (Mandel & Wolf 1995 ): 

 

(1) ( τ ) = 

∫ ∞ 

−∞ 

s( ω)e −i ωτ d ω , (3) 

here s ( ω) denotes the normalized source spectrum. 
In general, TLS show bunching, meaning it is more likely to

etect two photons arriving coincidentally rather than individually 
or a sufficiently small coincidence window. This is signified by 
he second-order correlation function having its maximum g (2) ( τ = 

) = 2 at zero time delay. For a time delay much larger than the
ource coherence time τ c , the second-order correlation function 
rops off to its baseline value of 1. The corresponding time delay is
roportional to the source coherence time τ c , which can be defined
s the integral over the correlation peak if the light is considered to
e fully polarized 

c = 

∫ ∞ 

−∞ 

∣∣g (1) ( τ ) 
∣∣2 

d τ ≈ λ2 

c�λ
. (4) 

ccording to equation ( 4 ), the coherence time is approximated in
erms of the spectrum’s central wavelength λ, the spectral bandwidth 
λ, and the speed of light c (Fox 2006 ). For a very narrow rectangular
lter, the approximate equality in equation ( 4 ) holds rigorously. 
For a real-world correlation measurement, the theoretical cor- 

elation function from equation ( 2 ) has to be convolved with the
etector response to yield the measurement expectation. Thus, for 
MNRAS 512, 1722–1729 (2022) 
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Figure 1. Measurement setup including both the HTR and the HPR parts, 
which can be swapped in operation by either installing or removing the 
flippable 45 ◦ mirror. The interference filters are denoted as follows: central 
wav elength/FWHM bandwidth. The high-pressure x enon arc lamp is denoted 
by XBO, and the photomultiplier tubes and the hybrid photodetectors are 
denoted as PMT and HPD, respectively. ND 1.5 refers to a neutral density 
filter of optical density 1.5 placed in the HTR setup. 
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n electronic time resolution τe , the peak amplitude A is reduced to
 value A = 

τc 
τe 

from its initial value of 1 (Loudon 2000 ). A further

ecrease by a factor of 1 
2 is incurred if no polarization filtering is

mployed, as will be the case in our measurements. 
Assuming only statistical fluctuations, the S/N of the HBT bunch-

ng peak of randomly polarized thermal light is given by (Hanbury
rown & Twiss 1957 ) 

 / N = A n ( ω) η

√ 

T meas 

τe 
, (5) 

here A denotes the telescope collection area, n ( ω) denotes the
ource spectral flux density, η denotes the detector quantum effi-
iency, and T meas denotes the measurement time. Note that the spatial
orrelation factor is 1 in our measurements and thus is omitted in
urther calculations. Equation ( 5 ) shows that for an HBT experiment,
he filter bandwidth does not influence the S/N measurement. It
hould ho we ver be noted that equation ( 5 ) is only valid if the
easured photon rate is approximately constant o v er the whole
easurement time. This is not the case for both the single photon

nd current correlation measurements that are presented in this paper.
nstead, we estimate the theoretical S/N utilizing shot noise as a lower
imit to the noise that might be incurred in the noisy correlation
easurement. 

 M E T H O D S  

ur two systems will be denoted as 

(i) HTR: ‘High time resolution’ – photon counting measurements
iming for very high time resolutions, but restricted in photon rate
apability. 

(ii) HPR: ‘High photon rates’ – photomultiplier tube (PMT) cur-
ent measurements aiming for very high photon rates, but restricted
n time resolution. 

Fig. 1 shows a sketch of the combined setup. To simulate light
oming from a distant star (blackbody spectrum, spatially coherent),
 high-pressure xenon arc lamp (XBO) is used (Tan et al. 2014 ).
ight from this blackbody spectrum source is coupled into a single-
ode fibre placed at an appropriate distance to the XBO, ensuring

he collection of only one spatial mode. After the light is transported
hrough the single-mode fibre, it is collimated using an achromatic
bre port. The collimated beam can now be transferred to any of

he setups by installing the flippable 45 ◦ mirror into the beam for
he HTR setup, and removing it from the beam for the HPR setup.
etails of both setups are described in the following sub-sections. 

.1 The HTR setup 

he HTR setup is designed for use on optical telescopes, imprinting
n optical time spread of not more than 100 ps on to the incident
hotons, and yielding light at a low intensity of less than 10 MHz
hen filtered down to bandwidths ≤ 1 nm . In this case, the second-
rder correlation function can be measured using single photon
ounting detectors and calculated from the measured arri v al time
ifferences. 
We use two HPM 100-06 hybrid photodetectors (HPDs) man-

factured by Becker & Hickl GmbH to measure the temporal
orrelation function using the HBT setup. The photon arri v al sig-
als are discretized and correlated on an SPC-130-EMN time-to-
mplitude con verter (TA C) based card manufactured by Becker &
ickl GmbH. As these detectors have a maximum continuous count
NRAS 512, 1722–1729 (2022) 
ate of 15 MHz , their usage at higher count rates within this regime
esults in undetected photons due to their ≈ 70 ns dead time. We
easured the full width at half-maximum (FWHM) o v erall system

ime resolution to be 41 . 61(8) ps and the detector quantum detection
fficiency to be 21 per cent in the rele v ant wavelength range, in close
greement with the manufacturer specifications (Becker & Hickl
mbH 2017 ). Considering that the detector dead time is orders
f magnitude larger than the final histogram length, simple start–
top histogram correlation is sufficient to calculate the correlation
unction accurately and thus TAC-based correlation can be utilized.
o shift the signal out of the TAC switching systematics and eliminate

he loss of correlation events due to the asymmetry of the TAC input
hannels, a cable delay of 35 ns is introduced. 

Since the HPM detectors have a maximal photon rate of 15 MHz ,
he light directed into the HTR setup is attenuated by a neutral
ensity (ND) filter of optical density 1.5, resulting in a 97.2 per cent
ecrease in incident photon flux (Thorlabs, Inc 2021 ). Afterwards,
he attenuated light is spectrally filtered using a narrow interference
lter of central wavelength 416 nm and FWHM width 0 . 5 nm
anufactured by Alluxa and directed on to the HPM cathodes using
 non-polarizing 50:50 beam splitter. 

In addition to pronounced switching systematics, the TAC imprints
urther systematics on the correlation measurements, consisting of
wo superimposed oscillations and an increasing slope. Since these
ystematics cannot be neglected, the measurements have to be cali-
rated. The calibration measurement is performed using light from a
alogen light bulb, which is not spectrally filtered and incoherently
cattered into a multimode fibre connected to our detectors. The
easurement produces a nearly flat correlation histogram, with the
BT peak suppressed by a factor of ≈5 × 10 −5 compared to the
isibility measured with spectral and spatial filtering. Subtracting
he calibration measurement from the actual measurement yields a
ell-resolved correlation peak. This correlation peak is then shifted
y ≈ 35 ns to account for the cable delay. 

art/stac489_f1.eps
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(a) (b)

Figure 2. Measurement results for the HTR setup. Panel (a) shows the measured second-order correlation function after an accumulation time of 22.7 h, as 
well as a measurement expectation rescaled to the measured coherence time and a Gaussian fit. Panel (b) shows the HTR baseline RMSE time evolution o v er 
the accumulation time. 
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.2 The HPR setup 

he HPR setup is designed to be operated at IACTs and therefore
eals with different parameters. Filter bandwidths of not less than 
 nm and thus photon rates of more than 100 MHz even for stars of
ntermediate magnitude are realistic. Typical telescope timing preci- 
ions of a few nanoseconds due to the unisochronicity of different 
ight paths in the telescopes decrease the measured correlation signals 
trongly; ho we ver, the high photon fluxes of several hundreds of MHz
t the detectors decrease shot noise maintaining a reasonable S/N. 

At photon rates of hundreds of MHz, time stamping of single 
hotons becomes difficult. Instead, the photon current of the photode- 
ector is measured in both observation channels. The interferometer 
onsists of two PMTs of type Hamamatsu R11265U, whose output 
urrent is amplified by a factor of 10 and then digitized with 1 . 6 ns
ampling time using the M4i.2212-x8 digitizer card from Spectrum 

nstrumentation. 
The incoming beam from the single-mode fibre is expanded to a 

iameter of ≈ 1 cm using a Keplerian beam expander, in order to not
amage the photocathodes due to the high light density of the former
eam. 
If A ( t) and B ( t) are the vectors of the time-sampled photocurrents

ith subtracted mean from the two PMT channels, then the cross-
orrelation with time shift τ is determined as 

 

(2) ( τ ) = A ( t) · B ( t + τ ) . (6) 

Normalization is done by dividing every value by the mean value of 
he correlation baseline, where the baseline is defined as G 

(2) ( τ ) | τ�τc . 

 

(2) ( τ ) = 

G 

(2) ( τ ) 

G 

(2) | τ�τc 

(7) 

This correlation procedure and the fact that single photon pulse 
hapes are extended over > 30 sampling time bins induce correlation 
ffects in the g (2) of neighbouring bins. The baseline in panel (a) of
ig. 3 shows that neighbouring g (2) values are not independent of each
ther. This correlation also results in a decreased value of the root
ean square error (RMSE) expectation level compared to Poissonian 

hot-noise calculations. A correction factor is obtained by averaging 
 v er e xperimental RMSE observations at short measurement times
nd confirmed by waveform simulations. In particular, the entire 
0 min of measurement time is divided into 175 chunks each of
3 . 4 s length. At these short time-scales, the RMSE is assumed to be
urely statistical for τ � τ c . We further cross-check the calculation 
f the correction factor by waveform simulations, which then are 
orrelated. These simulations consist of an ‘empty’ waveform base- 
ine to which photons are added via a photon pulse shape template
reated by averaging many single photon pulse shapes measured 
t low rates. The simulated photon heights also follow measured 
hoton pulse height distributions at low rates where the heights of
ingle photons can be determined. No photon bunching is simulated 
n the wa veforms, b ut the RMSE of the resulting correlation can be
ompared to the expectation of the single photon time tagging shot-
oise expectation of the simulated rate and directly yields the RMSE
orrection factor of 0.31 in this measurement. The RMSE correction 
actor is then multiplied to the Poissonian shot-noise expectation to 
ield the current correlation RMSE expectation. 
A detailed description of the general HPR setup and its measure-
ent analysis chain can be found in Zmija et al. ( 2021 ). 

 EXPERI MENTS  A N D  RESULTS  

he correlation results are analysed in two aspects. First, the 
easurement of the correlation time is analysed to investigate the 

oherence time. Secondly, the fluctuation of the correlation function 
aseline is analysed in the region around the peak to investigate
ossible background systematics in the measurement. A good index 
s the RMSE value of the g (2) baseline. Assuming no systematics, the
MSE value should be given by the Poissonian noise statistics. 
Panel (a) of Fig. 2 shows the correlation function measured by

he HTR setup (0.5 nm optical bandwidth, centred at 416 nm) after
 measurement time of 22.7 h, where the error bars correspond to
he baseline RMSE. Evaluating the coherence time by numerical 
nte gration, we reco v er a value of about 85 per cent of the ex-
ected coherence time ( τc, exp = 0 . 425 ps , τc, meas = 0 . 35(3) ps ). The
xpected coherence time is calculated from a manufacturer-supplied 
lter transmission spectrum. A Gaussian fit to the measurement 
ields a coherence time of τc, fit = 0 . 36(3) ps , and is also shown
n Fig. 2 . The coherence times reco v ered by fit and numerical
ntegration agree well with each other, leading to the conclusion 
hat a coherence time about 15 per cent lower than the expectation
as been measured. Panel (a) of Fig. 2 also shows an expectation
MNRAS 512, 1722–1729 (2022) 
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M

(a) (b)

Figure 3. Measurement results for the HPR setup. Panel (a) shows the measured second-order correlation function after an accumulation time of 10 min, as 
well as the measurement expectation calculated numerically and a fit of that numerical model to the measured correlation function. Panel (b) shows the HPR 

baseline RMSE time evolution o v er the accumulation time. 
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Figure 4. Illustration of parameter definitions for the S/N calculation. The 
bunching peak FWHM is shown in green and the RMSE interval around the 
second-order correlation function baseline is shaded in orange. 
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urve calculated from measurements of the HTR timing jitter and
 Gaussian filter, rescaled to yield a coherence time matching the
easured value. This curve is in good agreement with the measured

orrelation function, and only nearly exceeds the 1 σ boundary of
he measurement values for values centred around zero time delay.
he reduction in measured coherence time could be explained
y slight errors in the manufacturer-supplied filter transmission
pectrum, which could fully explain the observed deviations even
or a spectrometer FWHM resolution < 0 . 1 nm . 

Panel (b) of Fig. 2 shows the RMSE behaviour of the HTR
 

(2) function e v aluated cumulati v ely o v er the whole measurement
ime. The RMSE is e v aluated directly on the measured correlation
istogram baseline for each time period. In order to estimate the error
f our calculated RMSE, it is e v aluated in 20 independent samples
f size more than 20 times larger than the measured correlation
eak FWHM. The theoretical predictions for the expected RMSE are
irectly extracted from the mean number of counts per bin of both
he raw and the normalization measurement, and are approximated
ery well by our measurements. 

Panel (a) of Fig. 3 shows the correlation function obtained with the
PR setup using the XBO lamp filtered at 465 nm with an FWHM
f 2 nm. The error bars correspond to the baseline RMSE. Since
ime resolution and sampling time are far larger than the correlation
ime, the expected g (2) signal shape is dominated by the correlation
ulse shape of PMT pulses. The expected pulse shape is derived by
orrelating the average single photon pulse shapes of both channels
btained from a calibration measurement, as previously described.
he resulting height of the correlation signal can then be scaled to fit

he requirement of its integral being the coherence time as defined
labelled ‘expectation’ in Fig. 3 ). Furthermore, the shape can also be
tted to the data with the height and the peak position being free fit
arameters, and allows one to derive the experimental value of the
oherence time. Both are plotted in Fig. 3 and show good agreement
ith each other. The theoretical coherence time stems from numerical

alculations using the optical filter function measured with a high-
esolution spectrometer. 

Panel (b) of Fig. 3 shows the RMSE of the analysed g (2) function
 v aluated cumulati v ely o v er the whole measurement time. The
ncertainty is computed by taking eight independent parts of g (2) | τ�τc 

ach of 25 time bins length. The dashed line indicates the Poissonian
NRAS 512, 1722–1729 (2022) 

i

hot-noise statistics following nearly a 1 / 
√ 

T curve only slightly
ffected by the non-constant photon rates. It is apparent that the
easured RMSE v alues follo w the theory curve quite well for

he whole measurement time of 10 min. Other than shot noise,
ontributions are well below the 10 −6 level. 

 DI SCUSSI ON  

n this section, we compare the two methods with respect to S/N in
 given measuring time. 

It can be seen from the RMSE plots in Figs 2 and 3 that both
ethods work at the minimum noise level, which means that they

re dominated by the photon number Poisson noise (shot noise).
s presented in Figs 2 and 3 , for both methods, we can determine

he height h of the g (2) correlation peak, the FWHM time width
 t of the peak, and the noise RMSE of the g (2) curve per time bin

f bin width t bin The parameter definitions are also displayed in
ig. 4 . 
The S/N of a correlation measurement can be approximated as 

/N = 

h 

RMSE 

√ 

�t 

t bin 
, (8) 

ultiplying the peak height and RMSE error by the ratio of the
orrelation peak FWHM and correlation bin size to yield an ef fecti ve
ntegral of the correlation peak and its RMSE error. 
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Table 1. Summary of values for telescope areas and time resolutions used 
for Fig. 5 . 

Telescope Area (m 

2 ) � t (ns) Reference 

H.E.S.S. I. 100 5 Bernl ̈ohr et al. ( 2003 ) 
CTA SST (req) 8 1.5 × 2.35 Rulten et al. ( 2016 ) 
CTA MST (req) 88 0 . 8 

√ 

12 Schlenstedt ( 2014 ) 
CTA LST 370 0.1 
MAGIC 227 0.4 Shayduk et al. ( 2005 ) 
VERITAS 113 4 Weekes et al. ( 2002 ) 

0.5 m reflector 0.19 ≈0.01 Cavazzani et al. ( 2012 ) 
1 m reflector 0.8 ≈0.01 Cavazzani et al. ( 2012 ) 

HTR (this work) 1.17 0.041 
HPR (this work) 202.77 0.76 

The CTA requirements are used for the CTA SST and MST (we assume a 
Gaussian distribution of photon arri v al times for the SST and a rectangular 
distribution for the MST); for the CTA LST, we refer to a pri v ate communi- 
cation with D. Mazin. For the 0.5 and 1 m reflector telescopes, at least λ/4 
precision is assumed due to their imaging capability, and the time resolution 
of photons impinging on the detector is dominated by jitter introduced by 
atmospheric fluctuations (Cavazzani, Ortolani & Barbieri 2012 ). 
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Figure 5. Map of telescope properties. Two quantities are shown on the 
colour bar. The right-hand scale shows the S/N as defined in this paper for a 
magnitude 2 star after 10 min of data accumulation using two telescopes of 
each type at 100 per cent spatial coherence. Five contour lines correspond to 
a factor of 10 change. The red data points correspond to the measurements 
discussed abo v e, plotted as hypothetical star measurements with telescope 
sizes matching the photon rates of the measurements. The left-hand scale of 
the colour bar shows the limiting magnitude of a star requiring S/N ≥ 5 for 
a 10 min measurement. Arrows pointing down denote an upper limit on the 
time resolution, set by the current HTR time resolution in combination with 
the 0.5 and 1 m reflector telescopes. We assume a combined light collection 
and detection efficiency of 0.1 for the S/N and magnitude map. This is a rough 
assumption not specific to any of the shown telescope arrays; thus, there may 
be differences to (possible) realizations for each of the arrays. 
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As an example, we compare the S/N values for the two setups at a
easurement time of 10 min. The corresponding RMSE in the HTR

HPR) setup is the first (last) data point in Fig. 2 (Fig. 3 ). The S/N
atios are 

( S/N ) HTR = 

0 . 0056 

0 . 0069 

√ 

60 ps 

12 ps 
= 1 . 8 (9) 

( S/N ) HPR = 

1 . 27 × 10 −5 

3 . 51 × 10 −7 

√ 

8 ns 

1 . 6 ns 
= 80 . 9 . (10) 

The difference between the two results of the different setups 
an be explained by the time resolution (resp. peak width) � t
nd the relative intensity f trans between the two setups. The relative 
ntensity is determined by the applied grey filter f trans, grey = 0.028, the
ifference in quantum efficiency f trans, QE = 0.5, and the difference 
n source brightness at the measured wavelengths f trans, spectrum 

= 

.5, all reducing the HTR photon flux relative to f trans, HPR = 1.
urther, one has to correct for the different amount of temporal 
oherence intrinsically determined by the respective filter’s central 
av elength, f coh . The achiev ed S/N values should be proportional

o f trans f coh / 
√ 

�t . For the HPR setup, the ef fecti ve time resolution
iffers from the peak width due to the net width of photon pulse
orrelations. Assuming no change in S/N between the concepts of 
ime tagging and current correlation, � t HPR = c 2 ·� t peak holds, where
 = 0.31 is the previously mentioned RMSE correction factor. 

With these values, we expect 

( S/N ) HTR 

( S/N ) HPR 
= 

( f trans f coh / 
√ 

�t ) HTR 

( f trans f coh / 
√ 

�t ) HPR 

= 

0 . 0075 × 0 . 8 / 
√ 

60 ps 

1 × 1 / 
√ 

0 . 76 ns 
= 0 . 021 , (11) 

hich is in excellent agreement with the measured S/N values. 
In our laboratory measurements, the HPR setup provides a much 

igher S/N in the same measurement time than the HTR setup. 
o we ver, this is mainly because of the strong reduction of photon flux

n the HTR setup, which is analogous to measuring the same star with
 smaller telescope. From the rates measured in the laboratory, we 
xtract the virtual telescope areas employed for our autocorrelation 
easurement. As an e x emplary star, we choose a magnitude 2 star

nd calculate that HPR is measuring with an equi v alent of two 195 m 

2 

elescopes (15 . 8 m diameter), while HTR uses two telescopes of
ize 1.17 m 

2 (1 . 2 m diameter). A total light collection and detection
fficiency of 0.1 is assumed here for both systems. 

Table 1 displays a few telescope types used in (upcoming) 
elescope arrays, two smaller optical telescopes as well as the virtual
elescopes of this work. The sizes and the telescope’s optical time
preads are given. The data are visualized in Fig. 5 . 

Telescopes suitable for HTR are located in the lower left-hand cor-
er of the plot providing small collection areas but high isochronicity
nd thus small optical time spread. Values for their isochronicity are
ssumed to be dominated by atmospheric turbulence as described in 
avazzani et al. ( 2012 ), since the telescope itself displays imaging
apabilities with unisochronicity <λ/4. The time resolution is thus 
ominated by the single photon detection equipment rather than the 
ptical time spread of the telescope itself. The HPR setup can be op-
rated at very high photon rates, which does not intrinsically limit the
ollection area; ho we ver, usually such telescopes are parts of CTAs
nd have an unisochronicity of a few nanoseconds (even though with
AGIC and the CTA LST also HTR Cherenkov telescopes exist/will 

e built). These telescopes are mainly located in the upper right-
and corner in Fig. 5 ; their time resolutions are dominantly given
y the telescope’s unisochronicities. Due to the large point spread 
unction (PSF) of Cherenkov telescopes, intensity interferometry 
t such telescopes would suffer from night sky background to a
igher extent than for telescope types with a smaller PSF. The large
ight sky background contribution might set a limiting magnitude for 
bservations much smaller than the limiting magnitudes estimated 
rom our background-free laboratory measurements, especially for 
right full-moon nights. Further, cosmic-ray-produced Cherenkov 
ight background could influence S/N for faint limiting magnitudes 
Hanbury Brown 1974 ). 

A S/N map for a measurement time of 10 min of a magnitude 2 star
s displayed in Fig. 5 ; see the right-hand numbers of the colour bar.
MNRAS 512, 1722–1729 (2022) 
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or a more intuitive view when comparing the different telescopes,
he reader may also consider the left-hand numbers on the colour
ar, denoting the maximum magnitude of a star that satisfies S/N ≥
 after 10 min measurement time. Ho we ver, please note that the red
ata points do not carry meaning in this interpretation. 
It can be seen that with the HTR setup and two 1 m diameter

elescopes, S/N is comparable to the ones achie v able with two small
herenkov telescopes such as the CTA SSTs. For mirrors of the order
f 3 m diameter or > 7 m 

2 of area, an HTR setup could compete with
easurements taken at CTA MSTs. Such larger mirror diameters

re feasible for use with single photon counting detectors for faint
tars, by utilizing multiple single photon detectors and beam splitters
er telescope to reduce the incident flux on each detector, or using
etectors with dead times of the order of 10 ns. While such detectors
ith single photon resolution are currently under development

Orlo v et al. 2019a , b ), the y are not yet widely available. Another
romising detector type for intensity interferometry are supercon-
ucting nanowire single photon detectors (SNSPDs), which have
een previously investigated by Schroeder et al. ( 2016 ). SNSPDs
re promising due to their combination of high quantum efficiency,
ow dead time, and high time resolution, and efficient coupling of
ultimode fibres to SNSPDs has been demonstrated recently (see

.g. Chang et al. 2019 ). While SNSPDs are commercially available,
hey would require efficient fibre coupling at the telescope, requiring
igh-grade optics. This means that currently the raw S/N fa v ours the
urrent-correlating HPR approach for IACTs. Ho we ver, an array of
 m telescopes used in conjunction with an HTR-like setup could
lternatively be used fruitfully in the future. 

Assuming the time resolution of CTA MSTs in combination with
PR intensity interferometry electronics being not better than the
ST’s requirement (an admittedly conserv ati ve estimation), we

ompare the use of two MSTs with HPR electronics to an array of
ptical 1 m diameter telescopes. For this comparison, the availability
f different telescope baselines when using an array of telescopes is
ot a subject of investigation; instead, the individual telescopes add
p to a combined light collection area. We calculate an S/N value of
6.5 for the HPR-MSTs, which corresponds to a measurement with
6 pairs of 1 m telescopes (S/N = 36.0) and thus only 23 per cent
f the mirror area of two MSTs, demonstrating the potential of HTR
quipment for intensity correlation measurements. Employing an
TR-like HBT instrumentation with higher quantum efficiency as for

xample found in Si APDs, the number of 1 m telescopes necessary
o match the two MST S/N could be reduced by a factor of 2. As
uggested in Trippe et al. ( 2014 ), the sensitivity of both intensity
nterferometry setups could be enhanced by spectral and polarization
ultiplexing, leading to accessible apparent magnitudes below 10.
his enhancement would probably scale especially fa v ourably for
n HTR-like approach fielding narrow spectral filtering and a high-
uality beam that can be easily controlled. 
Note also that the small telescopes could be arranged in flexible

eometries, and might thus pro v e advantageous for the extraction
f specific features of astronomical objects. Further, they could
ealize larger baselines and thus potentially obtain a higher angular
esolution than CTA telescopes, again since they are not constrained
o the geometry of CTA. In particular, they could be used to
upplement the results gained from intensity interferometry with
TA telescopes. 
Given that CTA-S will be built, also the use of all 14 planned
STs can be considered. The HPR-S/N then corresponds to 255,
hich would require 368 HTR telescopes to achieve a similar S/N.
ot even taking LSTs and SSTs with the additive longer baselines

nto this consideration, it demonstrates that with good reason CTA-S
NRAS 512, 1722–1729 (2022) 
s considered to be a most promising concept for successful intensity
nterferometry operations coming up in the future decade(s). 

 O U T L O O K  

ith the presented laboratory measurements, we have proven that
oth portrayed methods can work at the photon noise limit. The
hoton counting (HTR) ansatz aims at highest time resolution with
oderate photon rates. It achieved 60 ps time resolution maintained
 v er sev eral hours. The related noise level is 10 −3 . The photon
urrent (HPR) ansatz aims at highest PMT current and moderate
ime resolution. It achieved a rate of 950 MHz and a stable noise
evel of 10 −6 over several minutes. 

Given that both methods work at the ideal noise limits, they deliver
redictable S/N levels for astronomical observations with reasonable
elescope fields. In particular, it has been shown that small HTR
elescopes can compete with HPR at bigger IACTs. Based on the
vailability of (future) IACT arrays, HPR implementations seem to be
ncouraging science cases. Ho we ver, further de velopments of HTR
lectronics to higher rate capabilities promise to stay competitive. 
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