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A B S T R A C T

While developing prediction models has become quite popular
both in nephrology and in medicine in general, most models have
not been implemented in clinical practice on a larger scale. This
should be no surprise, as the majority of published models has
been shown to be poorly reported and often developed using inap-
propriate methods. The main problems identified relate to either
using too few candidate predictors (based on univariable P< 0.05)
or too many (for the number of events), resulting in poorly per-
forming prediction models. Guidelines on how to develop and test
a prediction model all stress the importance of external validation
to test discrimination and calibration in other populations, as pre-
diction models usually perform less well in new subjects. However,
external validity has not often been tested for prediction models in
renal patients. Moreover, impact studies showing improved clini-
cal outcomes when using a prediction model in routine clinical
practice have been reported rarely. By and large, notwithstanding
a few notable exceptions like the kidney failure risk equation pre-
diction model, most models have not been validated externally or
are at best inadequately reported, preventing them from be used in
clinical practice. Therefore, we recommend researchers to spend
more energy on validation and assessing the impact of existing
models, instead of merely developing more models that will most
likely never be used in clinical practice as well.
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I N T R O D U C T I O N

‘Prediction is very difficult, especially if it’s about the future’.
This famous quote attributed to quantum physicist and Nobel
Prize winner Niels Bohr has lost nothing of its power since the
last century. Patients are full of questions about their individual
prognosis, they feel like everything can be found on the Internet,
but they ask their doctor and blame him or her if the future turns
out to be different. At the same time, day-to-day clinical reason-
ing and decision-making is highly based on each doctor’s own
expectation about the future for that patient, intuitively taking
into account the patient’s present health status as well as past
experiences with similar cases.

As a specialized area in clinical research, developing clinical
risk scores and prediction models has become increasingly pop-
ular over the last 10–20 years. A PubMed search on ‘clinical pre-
diction model’ in nephrology resulted in 140 papers in 2016
while 10 years earlier only 14 were published. Also in general
medicine, developing prediction models has become increas-
ingly popular, though only a small fraction of these models is
implemented in clinical practice [1].

Unfortunately, prediction research, particularly the develop-
ment of prediction models or clinical risk scores, has proven to be
quite prone to error [2]. In many prediction articles, the methods
used are not up to standard, in spite of an extensive body of meth-
odological literature [3–12]. In addition, the reporting of methods
and results is often poor [13–15], making it hard or even impossi-
ble to judge methodological quality. Indeed, a systematic review
of prediction studies in six high-impact general medical journals
found that the majority of articles did not adhere to methodologi-
cal recommendations and were lacking in reported details [16]. A
recent systematic review on prediction models for cardiovascular
disease risk published in the British Medical Journal showed simi-
lar results. The authors conclude there is an overabundance of
these models, and even claim it is time to stop developing new
prediction models in this area altogether, and to focus on making
better use of available evidence [17]. These problems have been
recognized by the scientific community, and attempts have been
made to solve them through the development of more methodo-
logical articles and guidelines, such as the transparent reporting of
a multivariable prediction model for individual prognosis or diag-
nosis (TRIPOD) guideline for reporting prediction studies [18,
19], which has been adopted by many leading medical journals.
However, this has not halted the abundance of useless prediction
models that are being published. We have identified a number of
problem areas that contribute to the fact that few models are
implemented, especially in nephrology, and discuss these below.

F L A W S A N D P I T F A L L S I N M O D E L
D E V E L O P M E N T

Many methodological errors are made in the development of
prediction models. Recently, a step-by-step plan for prediction
modelling, simultaneously discussing common pitfalls, was
published [20], confirming an ongoing need for such articles||
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|and demonstrating the fact that methodological issues are far

from solved. Other articles, such as the Elaboration and
Explanation article of the TRIPOD guideline [19], also reviewed
frequently made methodological mistakes, to educate and serve
as a warning. Examples of such mistakes are: using too many
candidate predictors for the number of events, dichotomizing of
continuous variables, assuming linearity of predictors, applying
a too strict selection criterion (e.g. P < 0.05) and selecting can-
didates based on univariable significance, to name just a few. In
addition, reporting of methods—e.g. how were missing values
handled—and results—e.g. the full prediction formula, includ-
ing baseline hazard/intercept—are often lacking.

In the field of renal prediction specifically, things are no better.
Errors abound and many nephrological prediction articles are of
poor methodological quality. A systematic review of articles pre-
dicting chronic kidney disease (CKD) or end-stage renal disease
found that most articles used inappropriate methods, potentially
affecting predictive ability, and many were poorly reported, hin-
dering judgment of usefulness of the presented models [21]. A
methodological review on risk prediction for CKD warned against
a number of common pitfalls particularly relevant in this field,
such as accounting for competing events, measurement error in
lab values and non-linear effects of glomerular filtration rate [22].
Recently, an article in a series on statistical methods for CKD
cohorts focused on prediction modelling, specifying key meth-
odological aspects illustrated by a CKD example, in an attempt to
improve the quality of nephrological prediction research [1].

In addition, or perhaps as a consequence of their methodo-
logical shortcomings, many developed models show low predic-
tive performance, as assessed by their calibration and
discrimination. Even if discrimination (measured by the c-sta-
tistic) is not that bad, calibration can be poor or is not reported
at all. Notwithstanding a few notable exceptions, including the
Kidney Failure Risk Equation (KFRE), most models for predict-
ing CKD or kidney failure suffer from poor on not reported cali-
bration [23]. Furthermore, models for other important renal
outcomes, such as cardiovascular events and mortality in CKD
populations, have very limited predictive ability, as summarized
in multiple reviews of renal prediction models [24, 25].

F L A W S A N D P I T F A L L S I N M O D E L
V A L I D A T I O N

Validating a prediction model correctly and sufficiently has
proven to be of utmost importance in order to judge whether
the model has been adequately developed and to assess whether
the model is applicable to different patient populations.
Unfortunately, this seems to be a major pitfall within renal pre-
diction research, in which validation is almost always incomplete
and often poorly conducted [26]. Though the amount of predic-
tion research has almost exponentially increased in the renal field,
this mainly includes articles on the development of new predic-
tion models or clinical risk scores and rarely concerns the valida-
tion of existing ones.

In prediction research one should always consider the
important distinction between internal and external validation.

The goal of internal validation is to uncover overfitting or other
shortcomings in design or modelling methods. This is best done
by bootstrapping the data in order to create multiple samples in
which the model is tested within one cohort [27]. A more often
used, but inferior, method is to simply split the sample into two
(or more) groups and develop the model in one group and test
it in the other. This method is unreliable, increases the risk of
overfitting and wastes information as the model is only built on
half of the available data.

Once the reproducibility of a model has been established
through internal validation, the next step is to test the external
validity of the model to see whether the model is transportable
to other patient populations [28]. This is done by testing the per-
formance of the model in a different independent patient cohort.
This step is rarely performed; often researchers merely mention
the need for further external validation in the discussion, with-
out undertaking steps to do so. An exception herein is the valida-
tion of the KFRE by Tangri et al. [29]. An extensive validation
study of this model was published in the Journal of the American
Medical Association, assessing the external validity of two pre-
diction models from the KFRE article in over 30 different
cohorts participating in the CKD Prognosis Consortium [30].
Another example is the prediction of acute kidney failure after
orthopaedic surgery developed by Bell et al., where a concurrent
external validation of their model is presented [31].

Nevertheless, the major lack of external validation studies in
the renal research field hinders the implementation of prediction
models in clinical practice, as one has no way of knowing in
which populations the model is applicable since models almost
always perform more poorly in external validation [32]. One
could even go so far as to say that the development of a prediction
model is useless if there are no plans for further external valida-
tion, as this model could never be safely implemented in practice
[27]. Furthermore, to facilitate comparison between existing risk
scores and models, it is essential that comprehensive validation
studies are done in which multiple comparable models are vali-
dated in the same large independent cohort. Unfortunately, very
few risk scores developed for similar outcomes and target popula-
tions have been directly validated and compared [33].

This lack of external validation is, however, not the only
problem. Though it is being recognized that well-designed
external validation studies are one of the main priorities in pre-
diction research, what defines a ‘well-designed’ external valida-
tion study may not be so obvious and fundamental design
issues have received only very limited attention [4, 34]. Little
scientific effort, let alone empirical, has been put toward this
subject, and a lot of questions remain unanswered, such as how
to choose an appropriate validation cohort, how to determine if
a model has been sufficiently externally validated and how to
compare the external validation results of different risk scores.
It is easy to influence the results of external validation through
the chosen validation cohort. When the validation cohort is
very similar to the derivation cohort, it is naturally more likely
the risk score will perform well and the validation will be more a
test of reproducibility than of transportability, discounting the
original goal of external validation [35]. What is ‘too similar’
and ‘different but related’ is a significant issue, and one with
profound consequences for external validation studies, however
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there are no guidelines on what to adhere to concerning these
problems, which makes it almost impossible for reviewers, clini-
cians and readers to navigate through and assess the quality of
external validation studies.

T H E L A C K O F I M P A C T S T U D I E S

Whilst proper development and validation are the first step
towards clinical implementation of a risk score, these studies
only gives us information on how well the model performs and
tell us nothing about whether the implementation of the model
would be beneficial to clinical practice. The development of
these scores is based on an underlying assumption that accu-
rately predicted estimated probabilities improve a clinician’s
decision-making or the patient’s quality of life. The only way to
uncover whether incorporation of a certain risk score in the
decision-making process improves (or harms) patient care is by
performing an impact study [36]. The impact of a validated risk
score on health outcomes and cost-effectiveness should be
studied separately from development and validation, preferably
in the form of a randomized trial [6]. Impact studies might
implement models or scores as an assistive role, by simply pro-
viding probabilities, leaving room for intuition and judgement
from patient and doctor alike. Alternatively, impact studies can
take a decisive approach in which each probability category sug-
gests certain decisions [3].

Different studies have shown that accurate risk prediction
may have an unpredictable effect on a clinician’s decisions.
A famous example is a study by Cameron and Naylor in
which the impact of an educational intervention to increase
the use of the Ottowa Ankle Rules was tested [37]. These
rules are meant to guide clinicians in when it is necessary to
X-ray an ankle, in order to reduce the amount of X-rays.
Interestingly enough, the hospitals that received the educa-
tional intervention saw an increase in the amount of ankle X-
rays, even though the clinicians reported to have found the
educational intervention useful. In contrast, the control hospi-
tals had a significant decrease in the amount of ankle X-rays.
This example goes to show that clinicians and researchers
alike cannot know whether using a risk score will improve
patient care. Very few prediction rules have been formally
analysed on impact to determine whether they improve out-
comes. Within impact studies, measures of safety and effi-
ciency are important outcomes to assess, but also the impact
of the model when clinicians distrust or misuse the score
[38]. A study by Kappen et al. illustrated through interviews
with physicians that combining clinical experience with a
probability generated by a score or model is often challenging
and can be approached in many different ways [39]. One
could imagine that patients have an even harder time inter-
preting these probabilities and using them in their favour.

As far as we are aware, no impact studies exist for prediction
risk scores in CKD patients. Setting up such an impact study is
an extremely costly and timely undertaking and can only be jus-
tified for extensively tested and validated models that might
make a large-scale difference to clinical practice.

R E C O M M E N D A T I O N S

Notwithstanding a few notable examples like the KFRE predic-
tion model developed by Tangri et al. [24], we see most predic-
tion models in renal medicine are no better than an interesting
first try. Most models have not been validated externally or are
at best inadequately reported, preventing them from being used
in clinical practice. Since researchers seem stuck on the first
phases of prediction research and keep developing new models
and risk scores, without reaching a further stage, it is under-
standable that most newly developed scores have been clinically
useless thus far. In line with Damen et al., we urge researchers
to refrain from developing new models [17]. Redirection of that
energy towards validation and assessing the impact of such
models is essential if we want to clinically implement a model
that has a positive influence on patient outcomes.

(See related articles by Tangri et al. Pro: Risk scores for chronic
kidney disease progression are robust, powerful and ready for
implementation. Nephrol Dial Transplant 2017; 32: 748–751;
Zoccali. Moderator’s view: Predictive models: a prelude to
precision nephrology. Nephrol Dial Transplant 2017; 32: 756–758)
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Dr Dekker and colleagues assert that prediction is difficult, and
recommend that researchers focus efforts on validation and
implementation studies rather than the development of new
models. They argue that flaws in model development and ques-
tionable findings from impact studies have limited the clinical
utility of most risk prediction models.

We would agree with Dr Dekker on the importance of exter-
nal validation and studies of clinical impact. For predicting kid-
ney failure, the field certainly needs to move on to evaluate the

utility of the KFRE, rather than its discriminatory performance.
However, we think significant deficits still remain for model
development and early validation for predicting cardiovascular
disease and early mortality on dialysis.

In our systematic review in 2013, we demonstrated a lack of
accurate models for predicting cardiovascular events in patients
with CKD, and recent reviews suggest a similar lack for predict-
ing early mortality in dialysis [1]. In the absence of these mod-
els, clinicians may choose high-dose statins or other more
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